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ABSTRACT 

Contemporary social media (SM) represents a new communication paradigm 

and has impacted politics and electoral campaigns. The mobilization of the Arab 

Spring social movements was attributed to SM platforms, as well as successful 

electoral campaigns such as those of Obama and Trump in the U.S. (2008, 2012, 

and 2016), the Brexit campaign in 2016, and the Bolsonaro campaign for the 

Brazilian presidency in 2018. Within this new scenario, the advantages of 

collecting SM data over traditional polling methods include the huge volume of 

available data, the high speed, and low costs. Hence, researchers are endeavoring 

to discover how to use SM for nowcasting election results. However, despite the 

alleged success, the most-common approach, based on counting the volume of 

mentions on Twitter and conducting a sentiment analysis, has been frequently 

criticized and challenged. On the other hand, recent approaches based on other 

SM platforms and on the advances of machine learning (ML) may be promising 

alternatives. In this context, this thesis aims to advance the state-of-the-art on 

predicting elections based on SM data. It proposes a new set of SM performance 

metrics to be input features for the ML techniques by changing the focus onto the 

number of people paying attention to the candidates. The defined metrics may be 

used not only with the most commonly-used current SM platforms (i.e., Facebook, 

Instagram, and Twitter) but even with future platforms which have not yet gained 

popularity. In addition, this thesis defines SoMEN, the Social Media framework for 

Election Nowcasting, a framework composed of a process and model for 

nowcasting election results based on the SM performance features and using ML 

approaches. It proposes well-defined steps, ranging from election understanding 

to prediction evaluation, and an ML model for predicting the final election results 

based on an ensemble of artificial neural networks (ANN) trained with SM metrics 

as features and offline polls as labeled data. It also defines SoMEN-DC, an 

execution strategy for SoMEN that enables continuous prediction during the 

campaign (DC). The proposed metrics and framework were applied on the most 

recent main presidential elections in Latin America: Argentina (2019), Brazil 

(2018), Colombia (2018), and Mexico (2018). More than 65,000 posts were 

collected from the SM profiles on Facebook, Twitter, and Instagram of the 

candidates, as well as data from 195 presidential polls. Results demonstrated that 



 

 

the defined metrics presented a high correlation with the final share of votes in all 

the studied countries. Moreover, it was also possible to achieve a high level of 

accuracy in predicting the final vote share of the candidates, with competitive or 

better results than traditional polls. Lastly, despite the difficulty in measuring the 

quality of predictions during the campaign, results are promising and also 

competitive to polls. The strategies put forward in this thesis have attempted to 

handle several among the current challenges in this research area and indicate a 

new manner on how to face the problems. Furthermore, they may be directly used 

for nowcasting future elections in similar scenarios. 

Keywords: social media; elections; machine learning; artificial neural 

networks; facebook; twitter; instagram. 

 
  



 

 

RESUMO 

As redes sociais contemporâneas representam um novo paradigma de 

comunicação e têm impactado a política e as campanhas eleitorais. A mobilização 

dos movimentos sociais da Primavera Árabe foi atribuída às redes sociais, assim 

como o sucesso de campanhas eleitorais como as de Obama e Trump nos 

Estados Unidos (2008, 2012 e 2016), o Brexit em 2016, e a campanha de 

Bolsonaro no Brasil em 2018. Neste novo cenário, as vantagens de coletar os 

dados das redes sociais sobre os métodos de pesquisa eleitoral tradicionais 

incluem a grande quantidade de dados disponíveis, a alta velocidade e baixo custo 

de coleta. Consequentemente, pesquisas estão sendo realizadas para usar as 

redes para prever os resultados eleitorais. Apesar do suposto sucesso da 

abordagem mais comum, baseada na contagem do volume de menções no Twitter 

combinada com análise de sentimento, esta tem sido frequentemente criticada e 

contestada. Por outro lado, novas abordagens baseadas em outras redes e nos 

avanços do aprendizado de máquina podem ser alternativas promissoras. Nesse 

contexto, esta tese objetiva avançar o estado da arte na previsão de eleições 

baseada em dados das redes sociais. Ela propõe um novo conjunto de métricas 

de desempenho nas redes, mudando o foco para o número de pessoas prestando 

atenção aos candidatos. As métricas definidas podem ser usadas tanto com as 

redes sociais mais populares atualmente (Facebook, Instagram e Twitter), quanto 

com plataformas futuras que ainda não ganharam popularidade. Esta tese 

também define o SoMEN (Social Media framework for Election Nowcasting), um 

framework composto por um processo e modelo para previsão das eleições 

baseado no desempenho nas redes sociais e usando abordagens de aprendizado 

de máquina. Ele propõe etapas bem definidas, que vão desde o entendimento da 

eleição até a avaliação das previsões, e um modelo para prever os resultados 

finais da eleição com base em um conjunto (ensemble) de redes neurais artificiais 

treinadas com as novas métricas de performance como variáveis e as pesquisas 

tradicionais como dados rotulados. Também definimos a SoMEN-DC, uma 

estratégia de execução para o SoMEN que permite a previsão contínua durante a 

campanha (DC). As métricas e o framework proposto foram aplicados nas 

principais eleições presidenciais mais recentes na América Latina: Argentina 

(2019), Brasil (2018), Colômbia (2018) e México (2018). Mais de 65.000 posts 



 

 

foram coletados dos perfis dos candidatos no Facebook, Twitter e Instagram, bem 

como dados de 195 pesquisas eleitorais. Os resultados demonstraram que as 

métricas definidas apresentaram alta correlação com o percentual de votos obtido 

pelos candidatos em todos os países estudados. Além disso, foi obtido um alto 

nível de precisão na previsão do percentual final de votos dos candidatos, com 

resultados competitivos ou melhores do que as pesquisas tradicionais. Por fim, 

apesar da dificuldade em medir a qualidade das previsões durante a campanha, 

os resultados são promissores e competitivos com as pesquisas. As estratégias 

propostas nesta tese levaram em consideração os principais desafios desta área 

de pesquisa e apresentam uma nova maneira de enfrentá-los. Além disso, elas 

podem ser usadas diretamente para prever eleições futuras em cenários 

semelhantes. 

 

Keywords: redes sociais; eleições; aprendizado de máquinas; redes neurais; 

facebook; twitter; instagram. 
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1 INTRODUCTION 

“The secret of getting ahead is getting started. The 

secret of getting started is breaking your complex 

overwhelming tasks into small manageable tasks, 

and starting on the first one.” (Mark Twain) 

This thesis sets out to investigates and defines a set of metrics for measuring 

performances on social media (SM), to discover correlations between these 

performance metrics and the electoral performance of presidential candidates, and to 

define a process and model for predicting elections by using SM data as input features 

and polls data as labeled data. 

Contemporary social media platforms are new: Facebook was launched for public 

access in 2006, Twitter debuted in 2006, and Instagram emerged in 2010. Despite 

being a novelty, SM denotes a new communication paradigm, representing one of the 

greatest social innovation/revolution in communication history, fundamentally altering 

the way humans communicate and the practice of public relations, journalism, 

advertising, marketing, and business (KENT; LI, 2020). Indeed, communication has 

changed from an era in which citizens were viewed as consumers of information from 

large-scale media publishers, such as newspapers, magazines, TV, and radio. 

Nowadays, through the use of SM platforms, ordinary people with very few resources 

may be information producers, thereby reaching a larger audience and sometimes 

becoming, to use a contemporary term, digital influencers (KHAMIS; ANG; WELLING, 

2017). 

This new communication context has also impacted politics. Initially, by enabling 

a greater degree of political discussions, SM has helped to foster democratic 

processes and civic and political participatory behaviors, both online and offline (GIL 

DE ZÚÑIGA; JUNG; VALENZUELA, 2012). Moreover, political discussion has 

advanced towards the organization of collective action, thus attributed a critical role to 

SM connectivity in the Arab Spring social movements and anti-government protests 

(KHONDKER, 2011) that led, for example, to the resignation of the Egyptian leader 

(ELTANTAWY; WIEST, 2011). 
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As a natural evolution, politicians began to use the capabilities of SM to change 

political campaigns, moving from a scenario in which politicians were chiefly heard 

speaking at campaign rallies, and on TV or radio, and extra information regarding them 

was mainly obtained through the press. Hence, citizens had very few opportunities to 

actually confront politicians. Currently, mediated by SM, politicians no longer have 

geographic or time constraints since they may use their SM profiles to post content at 

anytime, anywhere, and to everyone. Thus, any additional information on them may 

be obtained not only through the press, but directly from their profiles and through other 

people sharing them on SM. Moreover, ordinary people may use SM platforms to 

obtain direct contact with politicians, amplify their voice by sharing content, ask 

questions, confront them and obtain direct responses. 

The first presidential campaign identified as being firmly based on SM platforms 

was the 2008 Barack Obama campaign in the U.S. (BIMBER, 2014; COGBURN; 

ESPINOZA-VASQUEZ, 2011), through Facebook, Twitter, MySpace, e-mails, an 

iPhone application, and two websites. His campaign capability to translate online 

activity to on-the-ground activism (COGBURN; ESPINOZA-VASQUEZ, 2011) inspired 

the adoption of SM as a permanent campaign platform across the entire world. 

After the Obama campaign, the success of many others has been attributed to 

their online campaigns, such as those for Brexit (HALL, W.; TINATI; JENNINGS, 2018) 

and Trump in the 2016 U.S. presidential elections (FRANCIA, 2018; HALL, W.; TINATI; 

JENNINGS, 2018). In the 2018 Brazilian presidential election, Bolsonaro, the 

candidate with the most followers on SM, but practically no time on TV, ran his 

campaign almost entirely online and was elected, while Alckmin, a candidate with more 

TV time and fewer SM followers, ended in fourth place. 

Within this context, researchers have not only begun to investigate how candidates 

have used SM platforms to support their campaigns but also to predict election results 

based on SM data. Thus, a new research subject has been initiated. 

In parallel, over the past two decades the ongoing exponential increase in the 

availability of online data and low-cost computation, together with the development of 

new learning algorithms and theory, has led to the wide adoption of machine learning 

(ML) methods and techniques (JORDAN; MITCHELL, 2015). ML addresses the 

question of how to build computers that automatically improve through experience 

(JORDAN; MITCHELL, 2015). This has been used in a number of huge, complex data-

intensive fields such as medicine, astronomy, biology, hydrology, finance, and 
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economics (ARDABILI; MOSAVI; VÁRKONYI-KÓCZY, 2020; QIU et al., 2016), since 

these techniques provide possible solutions to mine information hidden in data, which 

has impacted greatly on science and society (RUDIN; WAGSTAFF, 2014). Thus, ML 

methods and techniques are natural candidates for dealing with the challenge of 

predicting elections based on SM data. 

1.1 MOTIVATION 

Thus, the work described in this thesis began with a real-world application in mind: 

the nowcasting of elections based on SM data1. This application is not important only 

to satisfy human curiosity in knowing, in advance, who will be elected. If a prediction 

could be made during the actual campaign, it would be important for the candidates to 

be able to know the impact and response of their campaigns and daily actions, almost 

in real-time, and therefore adjust their campaigns accordingly. It is also important for 

enterprises, since the perspective of one candidate winning over another may directly 

impact their planning, activities, and perspectives for the future, as well as the impact 

this may have on the stock market. 

Prediction through polling is an old discipline but has been contested since it 

began. Academics consider that the advent of modern scientific polling came in the 

U.S. presidential elections of 1936, after the first well-known polling crisis 

(CROSSLEY, 1937), when prestigious pollsters forecasted a victory for Landon, while 

others as yet unknown pollsters, such as George Gallup, correctly indicated a victory 

for Roosevelt. After this, there have been many other examples of “polling crisis”, such 

as that of 1948 (MOSTELLER et al., 1949), which led to an in-depth analysis of polling 

methods and metrics, in 1996 (MITOFSKY, 1998) and later (ABRAMOWITZ, 2004). 

The main theoretical advantages of using SM data for gathering information on 

citizens, over traditional polling methods, are related to its reach, speed, and low cost. 

Face-to-face and telephone-based surveys are only able to reach just a small fraction 

of the population, needs time to be performed and incur heavy costs. In practice, 

 
1 The term ‘nowcasting’ is used in this thesis along with prediction, since our predictions are an estimation 

of the present or a very near future, as many voters only decide who to vote for in the last few days leading up to 

elections, or even on the day itself. Thus, we consider that we are also “predicting the present”, and therefore use 

both terms as synonyms. 
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although in countries such as the U.S. traditional polls are conducted almost on a daily 

basis, in Latin American countries such polls are scarce and are mostly concentrated 

towards the end of campaigns. On the other hand, SM platforms were actively used by 

51% of the world population in 2020 (WE ARE SOCIAL; HOOTSUITE, 2020), and data 

may be gathered and processed from these platforms for a fraction of the cost of 

traditional polls, and almost in real time. 

This scenario reveals SM as a natural candidate for being used as input data, and 

ML approaches, capable of mining information hidden in data, may be a promising 

approach for performing predictions. However, this is not a traditional scenario of ML 

use. Despite the availability of SM data, its use presents a number of challenges, such 

as the possibility of being affected by volume manipulation and the rapidly changing 

SM landscape. The political scenario also presents new challenges for ML, such as 

the lack of available historical data, since elections usually take place every four or five 

years, and the existence of just one actual labeled data, the final vote share, which is 

the aim of prediction. 

This subject area is still in its infancy, and the most common approach, based on 

counting the volume of mentions on Twitter and conducting a sentiment analysis, has 

been frequently criticized and challenged. Indeed, since its beginning, different 

researchers applying the same approach in the same context may have achieved 

opposite results (JUNGHERR; JÜRGENS; SCHOEN, 2012; TUMASJAN et al., 2010), 

and the same researchers applying the same approach in different contexts may have 

achieved contradictory results (ANJARIA; GUDDETI, 2014; GOTO; GOTO, 2019). 

1.2 OBJECTIVES AND METHODOLOGY 

The main objective of this thesis is to define a process and create an ML model 

based on the SM performance of candidates, which is capable of making daily 

nowcasting and final predictions of election results with competitive results to 

traditional polls. 

This objective was defined after an extensive study of the state-of-the-art of 

predicting elections based on SM data. In the study, we identified that a generalizable 

and repeatable process, as well as the use of modern nonlinear ML approaches, would 

address most of the current challenges. 

Based on this main objective, three research questions were defined: 
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• RQ1: Is there a correlation between the SM performance of candidates and their 

electoral performance? 

• RQ2: Is it possible to define a process and create an ML model capable of 

predicting election results based on the SM performance of candidates? 

• RQ3: Is it possible to define a process and create an ML model capable of 

performing daily nowcasting of election results based on the SM performance 

of candidates? 

These research questions will be answered sequentially. For RQ1, we identified 

that, as yet there is no clear definition of the SM performance, and therefore defined a 

new set of metrics to measure it. This new set of metrics is based on Zajonc’s 

exposition theory (MURPHY; ZAJONC, 1993; ZAJONC, 2001,  1968), who 

hypothesized that “mere repeated exposure of the individual to a stimulus object 

enhances his attitude toward it”. Thus, we focused on the number of people actively 

paying attention to the candidates by interacting with their profiles on SM platforms 

through likes, shares and comments on candidates’ posts. It is worth noting that, due 

to the algorithms of SM platforms, more people interacting with candidates’ profiles 

lead to the content being shown to even more people, in a snowball effect. Also, 

defined metrics may be used not only with the most commonly-used current SM 

platforms (i.e., Facebook, Instagram, and Twitter) but even with future platforms which 

have not yet gained popularity. Thus, we have attempted to discover correlations 

between the SM performance of candidates and their electoral performance. 

For RQ2, we defined a process and model for prediction, called SoMEN – Social 

Media Framework for Election Nowcast, and attempted to nowcast only the final 

elections results. The process is based on the cross-industry standard process for data 

mining –CRISP-DM (SHEARER, 2000), and consists of the following phases: (i) 

election understanding, (ii) data collection and understanding, (iii) data preparation, (iv) 

modeling and execution, and (v) evaluation. For the ML approach, two models were 

chosen: MLP-BP and GRNN, and linear regression was used as a baseline model. 

The SM performance metrics were used as features, traditional poll data was 

considered “imprecise ground truth” and used as labeled data for training the models, 

and an ensemble of 10 predictors, whereby each one received different input data 

based on different observable windows of SM data, were used for predictions. Lastly, 

for evaluation, traditional metrics in the poll domain were used, as well as the statistical 

analysis of results. 
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For RQ3, we defined SoMEN-DC, Social Media Framework for Election Nowcast 

– During Campaign, this is an execution strategy for SoMEN to perform daily 

nowcasting. This execution strategy consists of design decisions regarding the minimal 

amount of data for starting predictions, and strategies for continuously updating the 

model as new data is released. Lastly, specific ways for measuring and comparing 

daily predictions were used. 

This is a multidisciplinary thesis, and involves knowledge from the areas of polling 

and electoral predictions, social media studies, and machine learning. In addition, 

although not detailed in this text, there is also a need for knowledge on software 

engineering in order to develop information systems for data gathering on SM 

platforms, since public datasets with this data are unavailable. This study may be 

considered as an application study, and not a performance study, very common in 

artificial intelligence. This signifies that we studied the basis, proposed and analyzed a 

novel manner (using SM and ML) for dealing with an old problem (nowcasting 

elections) as opposed to increasing the performance of current methods and 

techniques, such as a new method for sentiment analysis. 

In this context, we highlight contributions in three areas. For machine learning, 

this thesis study and apply SM data and ML approaches for a new, yet underexplored 

context, the prediction of electoral results. This context presents very specific 

challenges, both related to the SM and electoral scenarios. Thus, we design and apply 

a framework composed of a process and ML model for predictions. For the social 

media area, we study how to model SM performance and the existence of correlations 

between online behavior and offline outcomes. Lastly, for the subject of electoral 

predictions, we present a new approach to estimate citizen preferences, which is able 

to complement traditional polling or even to be incorporated into the poll methodology. 

1.3 THESIS OVERVIEW  

This thesis is organized into a total of seven chapters. In this chapter, the 

motivations for carrying out this research were presented together with a brief overview 

of the objectives and research questions. 

Chapter 2 presents the background of the main areas essential for the 

development of this thesis: the evolution of electoral predictions, the emergence of 

social media, and machine learning regression techniques. In the background to the 
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electoral predictions, in addition to a brief historical overview, the main approaches to 

polling and predictions are presented together with the main metrics for measuring 

prediction accuracy. For the background to SM, we characterize the two types of 

platforms, newsfeed and conversation platforms, discuss the SM newsfeed algorithms 

and the bubble effect, and end with a presentation of the main ways of publishing and 

collecting SM data. As the main ML techniques, we present the basis of three ML 

regressors: linear regression, which is used as a baseline technique for comparisons, 

the multilayer perceptron (MLP) neural network, and the general regression neural 

network (GRNN). Lastly, we present the basis of committee machines. 

Chapter 3 presents a shortened version of a systematic review on predicting 

elections based on social media data. In the review, 90 studies were analyzed: 83 were 

strictly focused on predicting elections based on SM, the focus of this thesis, and seven 

surveys. The analysis identified challenges in many areas, such as process, sampling, 

modeling, performance evaluation, and scientific rigor. The main findings included the 

low success rate of the most-commonly used approach, namely volume and sentiment 

analysis on Twitter, and the best results with new approaches, such as regression 

methods trained with traditional polls. Lastly, a vision of future research is also 

discussed regarding advances in process definitions, modeling, and evaluation, 

indicating, amongst other items, the need for better investigations into the application 

of more sophisticated machine learning approaches. The results of this review are the 

central point for the proposals of this thesis. 

Chapter 4 presents the main goal of this thesis, followed by a presentation and 

discussion of the three defined research questions. Furthermore, three null hypotheses 

and their alternative hypotheses are also presented. Thus, the research methodology 

for rejecting the null hypotheses is also defined. 

Chapter 5 presents the proposals of the thesis for achieving the main goals stated 

in the previous chapter. Following a discussion on the domain challenges, a new set 

of SM performance metrics is presented, based on the exposition theory. In addition, 

the social media framework for election nowcast (SoMEN) is defined, including the 

process and model, followed by a presentation of the SoMEN-DC framework, the 

social media framework for election nowcasting during the campaign. 

Chapter 6 describes the experiments conducted with data from the most recent 

major Latin American presidential elections: Argentina (2019), Brazil (2018), Colombia 

(2018) and Mexico (2018). All phases of the defined processes are conducted, and the 
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main decisions are documented. The results are also presented and discussed, and 

the research questions are answered by the rejection of the null hypotheses. A 

discussion is presented regarding how the challenges identified in Chapter 3 were 

addressed, as well as direct comparisons with related works. Lastly, the limitations of 

the study and the validity are discussed. 

Finally, Chapter 7 presents the concluding remarks and discusses the main 

contributions of this thesis, and directions are outlined for possible future research. 

1.4 OUT OF SCOPE 

The intersection between the domains of elections and social media may generate 

a variety of studies with many different focuses. These studies may range from 

technical issues, including the software engineering of collecting data from social 

systems and machine learning techniques for predicting elections, to social and 

philosophical issues regarding the use and impact of SM platforms. Thus, it is 

necessary to clarify certain subjects that are not addressed in this thesis. 

• The popularization of fake news (MUSTAFARAJ; METAXAS, 2017), 

including its detection, spread, and impact on election results, is not 

addressed. It is assumed that the impact of these news items is captured 

by the variations in interactions within the candidates' profiles on SM 

platforms. 

• Similarly, the occurrence of true campaign events and scandals are not 

directly addressed since their impact is also captured by the variations in 

interactions on the candidates’ profiles. 

• The analysis of the content of posts on SM, such as the sentiment analysis 

of posts, is not addressed due to the definition and use of new metrics based 

on engagement. 

• As an important task of this thesis, a fully functional information system was 

developed to enable data collection from SM platforms. Despite its 

importance, as this thesis is not focused on software engineering, the 

system is only briefly cited in Chapter 6, and its development is not detailed 

in this text. 
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• Essentially political, sociological, and psychological issues are not 

considered. 
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2 RESEARCH BACKGROUND 

“Mountains of data are available for those who 

wish to examine the views of the American people 

on specific issues, or to judge the reliability of 

modern polling methods” (George Gallup, 1965) 

This thesis is a multidisciplinary research, involving election polling and 

predictions, which emerged as a scientific method in 1936, contemporary social media 

(SM), with the appearance of Facebook and Twitter in 2006, and machine learning 

(ML), whereby the first “artificial neuron” was modeled using electrical circuits in 1943, 

but became popular and widely used in the 2010s with the increase of computing 

power. This chapter introduces these three areas, presents their fundamentals and 

brief evolution, and highlights the main concepts used in this thesis. 

2.1 THE EVOLUTION OF ELECTION POLLING AND PREDICTIONS 

As stated by Hillygus (HILLYGUS, 2011), “Public opinion polls are now 

conducted on every topic under the sun–everything from presidential approval to 

celebrity outfits and sports predictions–but they remain specially fundamental to the 

conduct and study of elections.” Although currently opinion polls are widely used, it is 

nonetheless an old discipline. Academics consider that the advent of modern scientific 

polling appeared in 1936, when prestigious pollsters, such as Literary Digest, 

conducted straw polls of millions of people to indicate a victory for Landon in the U.S. 

presidential elections, and others, such as George Gallup, who conducted a quota-

controlled survey, correctly signposted Roosevelt’s victory (CROSSLEY, 1937). 

Motivated by the level of criticism directed towards the polling errors of that 

particular election, Crossley (CROSSLEY, 1937) classified and grouped the various 

polling methods of the time and studied the reliability of each, and was considered a 

seminal study in this area. At that time, polls were conducted by mail, by personal 

interview, or a combination of both. Most were performed on huge randomly selected 

samples, but some were performed on small scientifically distributed samples. Some 

also used the cumulative method, adding its results together into a single report, and 



25 

others used interval sampling, sampling at several points during a campaign. The 

analysis found that polls with better results were conducted wholly or in part by 

personal interviews, with small samples, and repeated at frequent intervals. The polls 

with the worst results were those conducted through the postal service, a huge sample, 

and only provided one complete report accumulated over a period of several months. 

The study highlighted what was considered at the time to be the ideal poll: (i) it 

needed to be flexible, not based on dated mailing lists, and designed so that it could 

be readily adjusted if new information became available during its course; (ii) a fairly 

small sample would work properly in all but close states; (iii) the distribution of the 

sample was of paramount importance; and (iv) it should not be cumulative, but 

repeated in similar cross-sections at intervals to show trends. Focus was then given to 

presenting practical guidance on the segmentation of population sampling. These 

principles are still valid today.  

Only 12 years later, in 1948, another unexpected result in the U.S. challenged 

the polling industry yet again, when the candidate widely tipped as favorite obtained 

only 189 electoral votes and 45.1% of the popular vote, against 303 electoral votes 

and 49.6% of the popular votes of the elected candidate. After a strong adverse 

reaction, a distinguished group of social scientists and statisticians mounted an 

intensive review of the election polling procedures and results to evaluate "the 

technical aspects of public opinion and the problem of throwing some light on the 

nature and magnitude of the discrepancies between poll predictions and election 

results. Until readers and users of poll results understand these errors and their role in 

the interpretation of results, there will continue to be adverse reaction every time a pre-

election poll fails to pick the winner, no matter how small the error between a poll 

percentage and an election percentage.” (MOSTELLER et al., 1949) This initiative 

produced a report (MOSTELLER et al., 1949), and the chapter “Measuring the Error” 

established the measures that have been used ever since to evaluate the accuracy of 

election polls. In reality, researchers such as Gallup himself, have advocated that 

errors are usually small, but much criticism has been levied due to misinformation 

regarding the methods and results of predictions (GALLUP, 1965). 

Since then, election predictions have evolved into three approaches, presented 

as follows. 
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2.1.1 Approaches to Election Predictions 

Researchers have recognized three main approaches for predicting elections: 

polling, statistical forecasting models, and political stock markets. 

In polling, researchers directly ask a sample of people questions like “If the 

election were held tomorrow, which candidate would you vote for?” or “Regardless of 

your personal preferences, whom do you think will win the upcoming election?”. After 

this, the vote share percentages in the responses are taken to forecast the final vote 

shares. This approach began with the work of Gallup (CROSSLEY, 1937), and is the 

most well known and most commonly-used approach across the world. It is firmly 

based on selecting a representative sample of citizens and other design decisions— 

regarding the mode, timing, sampling method, question formulation, weighting, etc.— 

so as to enable extrapolation from a few answers to the entire population. Thus, each 

of these methodological decisions may potentially bias the results, thereby leading to 

many different results from many different pollsters for the same election. 

By recognizing that individual poll results are subject to many potential biases, 

the aggregation of many different polls has become popular, and is referred to as 

polling aggregation or polling the polls (BLUMENTHAL, 2014; HILLYGUS, 2011; 

JACKMAN, 2005). Aggregating polls helps to reduce volatility in polling predictions and 

improves the precision of estimates by increasing the sample. However, the variety of 

methods for aggregation, ranging from simple averages to weighted averages based 

on polling samples or weighting by accuracy or detected bias on previous elections, 

are also seen as a challenge. 

Statistical forecasting (LEWIS-BECK, 2005), also called macroeconomic 

models (HILLYGUS, 2011), began to appear around 1980 (FAIR, 1978; LEWIS-BECK; 

RICE, 1982; SIGELMAN, 1979). At the core of these models is the assumption that 

vote share is a function of other indicators, such as government performance, 

economic performance, economic growth, or incumbent popularity, to cite but a few. A 

typical equation of this model would be along the lines of equation 2.1. 

 

Incumbent Vote = Incumbent Popularity + Economic Growth + error 

(Eq. 2.1) 
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Statistical models may also take into account polling results, such as incumbent 

popularity. An example from the U.S. presidential elections was offered by (LEWIS-

BECK, 2005) and is presented in equation 2.2. 

 

V = 37.31 + 0.28P + 1.32E + e 

(Eq. 2.2) 

Where V = presidential party share in the election; P = presidential popularity, 

in the July Gallup Poll of the election year; E = percentage growth in the real GNP over 

the first two quarters of the election year; and e = error. In the U.S., the most studied 

country, only the two most prominent candidates/parties are usually considered. Thus, 

calculating the incumbent (party) vote is sufficient to also have the percentage of the 

challenger as challenger = 1 – incumbent. A general theory is that voters reelect 

incumbents in good (economic) times and do the opposite in bad times (FIORINA, 

1978). Thus, the debate largely regards which economic indicator to be used—either 

job growth, GDP growth, inflation rate, or perceptions of personal finances 

(ABRAMOWITZ, 2004; HOLBROOK, 2004; LEWIS-BECK, 2005)—and also regards 

the inclusion of other variables in the statistical model, such as polling numbers. 

The third approach, the political stock market, considers how traders invest 

money in candidates running for office. The Iowa Electronic Market is the leading 

example of this type of forecasting. In this market, people buy and sell candidate 

futures based on whom they judge as being more likely to win, and a candidate’s 

investment share provides a vote forecast for the candidate (RHODE; STRUMPF, 

2004). This approach may be considered a specialized polling approach because it 

polls the opinion of traders. Although traders are not representative of likely voters and 

they do not even need to be eligible to vote, traders are just assumed to be making 

informed judgments, and have the confidence to wager their money on it. As a result, 

the benefits of this approach are under debate. Berg et al. (BERG et al., 2008) argued 

that markets are more accurate than polls, but Erikson (ERIKSON; WLEZIEN, 2008) 

has challenged this conclusion. 

2.1.2 Measuring Prediction Accuracy 

After the 1948 polling crisis, the report produced by Mosteller et al. 

(MOSTELLER et al., 1949) established eight different metrics for assessing polling 
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accuracy. Seven measures are related to the differences between election results and 

poll estimates, and the eighth is related to the difference between the poll estimations 

of participation and the real election participation. Mitofsky (MITOFSKY, 1998) 

summarized the measures, thus: 

1. The difference in percentage points between the leading candidates' share of 

the total vote from a poll and from the actual vote. 

2. The difference in percentage points between the leading candidate's share of 

the major party vote from a poll and from the actual vote. (The major parties are 

Democratic and Republican and are assumed to be the top two vote getters.) 

3. The average (without considering the sign) of the percentage point deviation for 

each candidate between his/her estimate and the actual vote. 

4. The average difference (without considering the sign) between a ratio for each 

candidate and the number one, where the ratio is defined as a candidate's 

estimate from a poll divided by the candidate's actual vote. 

5. The difference between two differences, where the first difference is the 

estimate of the vote for the two leading candidates from a poll and the second 

difference is the election result for the same two candidates. 

6. The maximum difference in percentage points between a party and the actual 

vote. 

7. The chi-square to test the congruence of the estimated and actual vote 

distributions. 

8. The difference between the predicted and actual electoral vote. 

Scholars state that two of these measures, the “Mosteller Measure 3” and the 

“Mosteller Measure 5”, have been widely used ever since in order to evaluate the 

accuracy of elections polls (HILLYGUS, 2011; JENNINGS; WLEZIEN, 2018; MARTIN, 

2005). 

The “Mosteller Measure 3” is the average absolute error on all candidates 

between the prediction and the actual results. In statistics, it is widely known as the 

mean absolute error (MAE), and is mathematically defined as: 

 

𝑀𝐴𝐸 =
∑ (|𝑣𝑐− 𝑝

𝑐
|)

𝑛

𝑐=1
𝑛

 

(Eq. 2.3) 
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Where n is the number of candidates, c is the candidate from 1 to n, vc is the 

actual vote share result of the candidate c, and pc is the predicted result for the 

candidate c. 

The “Mosteller Measure 5”, which we call the absolute error on the margin 

(AEOM) is the absolute value of the difference between the margin separating the two 

leading candidates in the poll and in the actual vote. Mathematically it may be defined 

as: 

𝐴𝐸𝑂𝑀 = |(𝑣1 − 𝑣2) − (𝑝1 − 𝑝2)| 

(Eq. 2.4) 

Where v1 is the actual vote share of the candidate with the most votes, p1 is the 

predicted vote share for this candidate, v2 is the actual vote share of the candidate with 

the second most votes, and p2 is the prediction for this candidate. 

These two metrics are very well suited for measuring the accuracy of the results 

of the U.S. elections because attention is mostly focused on the two main candidates. 

In an election with more candidates, although the main attention is also usually focused 

on the main candidates, there may be many candidates, and sometimes there is a 

close race for the second or third positions. Thus, Measure 4 is also relevant because 

it calculates the ratio of error regarding the candidate himself, and reveals that an error 

of 1 percentage point is high for a candidate who received just 2 percent of the vote, 

but fairly low for a candidate who received 50 percent of the vote. This metric is known 

in statistics as the mean absolute percentage error (MAPE) and is mathematically 

defined as: 

𝑀𝐴𝑃𝐸 =
∑ (

|𝑣𝑐− 𝑝
𝑐
|

𝑣𝑐
)

𝑛

𝑐=1
𝑛

 

(Eq. 2.5) 

where n is the number of candidates, c is the candidate from 1 to n, vc is the 

actual vote share result of the candidate c, and pc is the predicted result for the 

candidate c. 

There has been little follow-up work by statisticians to improve Mosteller’s 

measures, but in 2005, Martin et al. (MARTIN, 2005) proposed a new measure of 

predictive accuracy (A) of election polls that enables both accuracy and bias to be 

examined. The metric is based on the odds ratio of a poll compared to the actual 
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outcome. For party candidate c, receiving p as a proportion of the poll share and v as 

a proportion of the vote share, this measure takes the form: 

 

𝐴𝑖
′ = ln (

𝑝𝑖

1 − 𝑝𝑖
 𝑥 

1 − 𝑣𝑖

𝑣𝑖
) 

(Eq. 2.6) 

The interpretation of results is simple for two-party elections: A is zero when 

there is a perfect agreement between a poll and an election result, and a significantly 

positive or negative value of A indicates that a poll is biased for the first or second 

candidate, respectively. As it fits perfectly for two-candidate elections, it is necessary 

to calculate A just for one candidate. Martin claims that the main advantage of this 

metric, in addition to calculating the bias of the poll, is that it is comparable across 

elections with different outcomes and amongst polls that vary in their treatment or 

numbers of undecided voters. Although Martin argued that the measure might be 

adapted for use in multi-party elections and the measure was extended by 

(ARZHEIMER; EVANS, 2014) with this aim, its definition, use, and properties are clear 

in two-party elections, and the interpretation of results in multi-party elections is still 

challenging. 

These metrics, with emphasis on the MAE, were used in a recent study 

(JENNINGS; WLEZIEN, 2018), which aimed to assess prediction errors in pre-election 

polls. The analysis drew on more than 30,000 national polls from 351 general elections 

in 45 countries between 1942 and 2017. The study observed that, contrary to 

conventional wisdom, the recent performance of polls has not been out of the ordinary. 

By calculating the estimated average poll during the week prior to the elections, they 

discovered that the MAE was 2.1% during the 1940s and 1950s (in the early days of 

polling), 2.1% during the 1960s and 1970s, and since 2000, has been 2.0%. They also 

found that errors were higher in presidential elections (an average of 2.7 percentage 

points) than in legislative elections (1.8 percentage points). Lastly, as expected, they 

reported that errors decrease as the elections approach.  

2.1.3 Poll Data Collection 

From the seminal work of (CROSSLEY, 1937) until more recent research 

(BRICK, 2011), there has been a common agreement that the method and treatments 
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of data collection directly influences poll results. Historically, the survey research 

method has called the types of poll data collection “modes.” In early times, modes were 

only conducted by mail and by personal interviews. Today, while personal interviews 

are still common in certain places, the postal service is no longer used, and new 

modes, such as phone calls, internet polling, and collecting information on social media 

have been introduced. 

In 2011 Couper (COUPER, 2011) reviewed the history and recent trends in 

modes of survey data collection, with a view to speculating on the future. The 

remainder of this section is strongly based on this review. After describing that the main 

modes of data collection from the 1940s to the 1970s were mail and face-to-face 

surveys, it goes on reveal how after 1970 telephone surveys were widely adopted in 

the U.S., and then later in Europe. This mode of collection was popularized due to the 

increasing spread of telephone coverage at that time, lower costs, the fact that is was 

quicker than personal interviews, and existing research, which demonstrated that the 

quality of data obtained was comparable to face-to-face surveys. Later, in the 1990s, 

internet surveys began to threaten the dominance of telephone surveys, mainly 

because of the advantages in terms of speed and costs. In parallel, modes evolved 

from paper questionnaires to computer-assisted interviewing and from interviewer-

administered surveys to self-interviewing, which demonstrated advantages for 

sensitive questions or those subject to the effects of social desirability effects. 

Computer-assisted self-interviewing (CASI) then became popular, with, for example, 

the interactive voice response (IVR), administered by telephone or modern versions 

administered by the internet. 

Whereas Web surveys may be viewed as a single-mode, there are many 

manners in which it may be implemented. It may be performed as interviewer-

administered surveys over a specific population sample or viewed as replicating mail 

surveys, by being sent to many people without segmentation and gathering a fraction 

of responses sent back. Finally, Couper argued that all approaches may be used in a 

mixed-mode: either face-to-face or mail, due to the feasibility of address-based 

sampling; by telephone, which may use address-based probability methods with 

landline-based phone calls or nonprobability methods with mobile phone calls; and by 

the internet, using nonprobability samples. Hence, since each of the modes has its 

own challenges and source of bias, the strengths and weaknesses of different modes 

may compensate one another.  



32 

In the early days of internet, it was claimed that web surveys would replace 

telephone surveys and possibly all interviewer-administered surveys, as discussed by 

(LEEUW, 2005). However, internet modes have their own challenges. For example, 

the internet may not be considered a reliable sample of the whole population, and also 

requires some level of literacy, thereby limiting the generalizability for certain kinds of 

studies. It is also hard to implement a sample design, and internet polling requires the 

initiative of respondents, which leads to selective samples. Moreover, due to the 

commoditization of polls and the variety of pollsters implementing automated methods, 

there is greater competition for the attention of respondents, who are becoming a 

scarce resource, raising concerns about nonresponse and bias and the appearance of 

professional respondents (SINGER; YE, 2013). 

In addition to reviewing academic research on the modes of survey data 

collection, we also performed a practical exercise of investigating methodologies of 

pollsters in recent elections, both in the U.S. and in Latin America. 

We analyzed data from the 2016 U.S. elections published by the Huffington Post 

poll aggregator site2. The site shows that polls were conducted by live phone calls, 

automated phone calls, by the internet, and in a mixed-mode. It was not possible to 

obtain more details regarding the internet mode of the majority of polls, except for NBC 

News3, which were performed in partnership with SurveyMonkey, a well-known online 

survey company. Respondents of the survey were self-selected from nearly three 

million people who take part in surveys on the SurveyMonkey platform each day. Thus, 

they considered that due to the bias of self-selection for participation, “no estimates of 

sampling error could be calculated, and the survey was subject to multiple sources of 

errors, including but not limited to sampling error, coverage error, and measurement 

error.” 

In Latin America, the scenario is different, with face-to-face interviews 

predominating. We collected methodological data from polls relating to the most recent 

presidential elections in the four most populous countries (Argentina, Brazil, Colombia, 

and Mexico). The description of procedures is described in Chapter 6. Brazil and 

 
2 Available at: https://elections.huffingtonpost.com/pollster/2016-general-election-trump-vs-clinton. Viewed on 

November 17, 2020. 

3 Available at: https://www.scribd.com/upload-document?archive_doc=330243723. – Viewed on November 17, 

2020. 

https://elections.huffingtonpost.com/pollster/2016-general-election-trump-vs-clinton
https://www.scribd.com/upload-document?archive_doc=330243723
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Colombia only used face-to-face and phone polls, live or automated. The methods 

were usually not mixed. In Argentina, two pollsters were web-based, and participants 

were self-selected. One of their websites4 advertises “answer our online surveys, earn 

points and exchange them for prizes and discounts on the best brands.” More modes 

however were observed in Mexico, where the most popular approaches were the use 

of the secret ballot, simulating an election vote, and automated phone calls. 

Nonetheless, the internet was also used: one pollster performed interviews on 

Facebook, and another applied surveys on Facebook by advertising the poll with paid 

propaganda, and respondents self-selected in order to participate. It should be noted 

that one pollster in Colombia also measured mentions and number of followers on SM 

but did not use this data in predictions of vote share.  

As conclusions, and pointing to the future, the rise of SM sites such as Facebook 

and Twitter present huge changes regarding how the internet may be used, and the 

way in which data is collected. This new media may be used not only as a new mode 

for traditional data collection, such as electronic questionaries, but also as a rich source 

of information. For example, it is possible to gather comments, or the repercussion of 

comments, from people concerning a particular subject or to attempt to discover the 

political inclination of people through their posts. The following section focuses on the 

emergence of social media and its new possibilities.  

2.2 THE EMERGENCE OF SOCIAL MEDIA 

Contemporary SM systems are new. Facebook was first launched in 20045, 

made accessible to Harvard students, who were able to post photographs of 

themselves and personal information about their lives, such as their class schedules 

and the clubs they belonged to. Its popularity and features increased and it was 

launched to the public in 2006, the same year as Twitter6. Twitter was initially defined 

as a “microblogging” service, where users could post content limited to 140 characters, 

to allow posts through Short Message Service (SMS), although since then its 

 
4 Available at https://www.ohpanel.com. Viewed on November 17, 2020. 

5 More information regarding the Facebook history may be found at https://www.britannica.com/topic/Facebook  

and https://www.brandwatch.com/blog/history-of-facebook / 

6 More information regarding the Twitter history may be found at https://www.britannica.com/topic/Twitter   

https://www.ohpanel.com/
https://www.britannica.com/topic/Facebook
https://www.brandwatch.com/blog/history-of-facebook
https://www.britannica.com/topic/Twitter
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functionalities have evolved. 

A recent report from July 2020 mentioned that more than half, roughly 51 

percent, of the global population uses social media platforms (WE ARE SOCIAL; 

HOOTSUITE, 2020). The report estimated that 4.57 billion people (59% of the world 

population) are internet users, 3.91 billion (51% of the population) are active users of 

social media, and 99% of them access SM via mobile phones, but not exclusively. 

Whilst the growth of the global population in one year was 1.1%, the growth of internet 

users was 8.2%, and active social media users increased by +10.5%, demonstrating 

an increase in the penetration of SM. Users spend on average 2h 22m per day using 

SM, have on average 8 social media accounts, and 40% of them use SM for work 

purposes. 

According to the report, the most used social platforms are Facebook, Youtube, 

Whatsapp, Facebook Messenger, Weixin/WeChat, and Instagram. Figure 2.1 presents 

a projection of the world’s most-used SM platforms, based on monthly active users, 

active user accounts, or addressable advertising audiences (in millions).  

Figure 2.1 – Projection of the world’s most used SM platforms 

 

Source: adapted from (WE ARE SOCIAL; HOOTSUITE, 2020). 

Despite the high levels of usage, the concept of SM has not been well defined. 

The main feature shared across all platforms is to enable people to connect with one 

another and to send or receive content to and from each other. However, the 
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abovementioned SM platforms may be placed into two groups: newsfeed platforms 

and direct conversation platforms. 

On newsfeed platforms, also considered wall-based platforms, one of the main 

features consists of the pair posts/newsfeed. People are encouraged to post contents, 

which may contain text, photos, audio, video, links, or a combination of them all. People 

are also encouraged to make connections with other people, such as friends or 

colleagues, and to subscribe to follow updates of accounts which interest them. Thus, 

items posted by users are shown to his/her connections (friends or followers) in a 

newsfeed format, one after the other. Users are able to interact with the content, 

usually either by clicking like (signaling that he/she liked the content), by commenting 

on the post, or by sharing it with his/her own connections, thereby amplifying the reach 

of the message. 

As a monetization strategy, platforms usually add paid advertisements between 

the posts. Platforms also use optimization algorithms in order to choose which content 

would be more relevant to show to the user and in which order (these algorithms are 

discussed in more detail in Section 2.2.1) in an infinite scrolling newsfeed: as the user 

scrolls the screen, more posts are loaded. The main platforms that adopt this approach 

are Facebook, Instagram, Twitter, and Youtube each with its own slight differences. 

On conversation platforms, the main feature consists of allowing direct 

conversation between two (or a group of) people. People may also send content, such 

as text, photos, audio, video, and links, but posts are directed towards specific people 

or groups of people, and they all receive the content without moderation by the 

platform. Generally, these platforms also allow audio or video calls. The main platforms 

of this category are Whatsapp and Facebook messenger. 

The usage of SM platforms varies across the world. Many of them are extremely 

popular in Asia, such as WeChat, QQ, and Sina Weibo, but are almost unknown in 

Latin America. Table 2.1 shows the most used platforms in the four most populous 

Latin American countries, Argentina, Brazil, Colombia, and Mexico, according to 

reports produced by the same company (KEMP; WE ARE SOCIAL; HOOTSUITE, 

2020b,  2020d,  2020c,  2020a).  

According to this data, the most common newsfeed-based platforms in Latin 

America are Youtube, Facebook, Instagram, and Twitter, and the most popular 

conversation platforms are Whatsapp and Facebook Messenger. In this study we focus 

on newsfeed platforms. Thus, in the next subsection, we briefly discuss the wall 
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algorithm and the bubble effect intrinsic to these platforms, followed by a presentation 

of the official ways that data may be collected from them. 

Table 2.1 – Most used SM platforms in the most populous Latin American countries 

 

Source: self-provided. 

2.2.1 Social Media Newsfeed Algorithms and the Bubble Effect 

On SM platforms based on a newsfeed, people may connect to, or just follow, a 

few to thousands of other accounts. Thus, since it is impossible to show users all the 

posts of all their connections at once, platforms use optimization algorithms to choose 

which content to show (and when) on their news feed, in order to maximize showing 

them what is probably of most interest to them. 

Youtube explains that the home screen is the platform’s “personalized best 

guess at what each viewer may want to watch … including videos that are new, 

watched by similar viewers, or from user subscriptions.” (YOUTUBE INC., 2017) Not 

all videos from user subscriptions are shown at their home feed, but in a specific tab. 

The selection is based on two items: performance, or how well a video has engaged 

and satisfied similar viewers, and personalization, based on a viewer's watch and 

search history. 

Other newsfeed-based SM platforms work in a similar manner. Facebook states 

that “The goal of News Feed is to deliver the right content to the right people at the 

right time so they don’t miss the stories that are important to them. Ideally, we want 

News Feed to show all the posts people want to see in the order they want to read 

them.” (LARS BACKSTROM; THE FACEBOOK, 2013) Thus, the news feed algorithm 

takes into account the following measures: 

• How often the user interacts with the friend, page, or public figure (such as 

an actor or journalist) who posted; 
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• The number of likes, shares, and comments a post receives from the world 

at large and particularly from user friends; 

• How much the user has interacted with this type of post in the past; 

• Whether or not the user and other people across Facebook are hiding or 

reporting a given post; 

Thus, to summarize, user feed prioritizes in order to show popular content to 

users, as well as content that corresponds to what they have previously liked. 

Initially, these algorithms help users by showing them what they probably want 

to see. However, this approach has received much criticism because it leads to filter 

bubbles. As users are only presented to content that they already like and are familiar 

with, possible new viewpoints and opposite ideas are filtered out, leading to a false 

sense of unanimity. Extensive research into the downside of this scenario is currently 

being performed by social scientists (FLAXMAN; GOEL; RAO, 2016; GESCHKE; 

LORENZ; HOLTZ, 2019; SPOHR, 2017).  

Because the main feature of newsfeed-based SM is to post about some topic, 

SM platforms may be viewed as places where it is possible to gather public opinion. 

This argument becomes stronger when it is considered that half the world’s population 

is currently using SM platforms (WE ARE SOCIAL; HOOTSUITE, 2020). Thus, SM 

allows researchers to gather a huge amount of data from an unpredictable number of 

people at a low cost. Amongst other comments, Jungherr et al. (JUNGHERR et al., 

2017) has argued extensively that “digital trace data”—data produced by people while 

interacting with digital services—may have a high potential for studying public opinion, 

while Beauchamp has also argued that social media data could track representative 

measures of public opinion (BEAUCHAMP, 2017). 

A huge amount of data is produced by SM platforms, and collecting this data 

may also be a challenge. As a matter of privacy, direct conversation platforms do not 

usually allow any kind of data collection other than the direct conversation of the author 

(who is the only individual capable of collecting the data) with other people, strongly 

limiting its use in social behavior studies. However, this limitation does not occur on 

newsfeed-based platforms. Next, we overview the official methods of data collection 

from the newsfeed-based platforms mostly used in Latin America (Facebook, 

Instagram, Twitter, and Youtube). 



38 

2.2.2 Social Media Data Publishing and Gathering 

The publishing of data by SM platforms is an important part of the entire 

ecosystem of SM. This publishing allows the development of third-party applications, 

partially or fully dependent on SM data, thereby extending their original features. Third-

party applications range from social games, that allow friends to play together, to entire 

marketing platforms that define, execute, and track the performance of media 

campaigns by thousands of companies. 

However, publishing this kind of data is a sensitive topic. SM platforms may 

collect data from more than half the entire population of the world, and leads to complex 

questions of privacy and data manipulation, such as guarantees on the potential 

release of data to unintended recipients and the use of user data by the service 

provider.  

In 2013, we conducted a study (BRITO, K. S. et al., 2013) to discover how 

people care about their personal data released on SM. We discovered that, amongst 

other results, people do not generally read the licensing terms and know very little 

about service policies. However, when presented with these policies people often 

disagree with them. We also discovered that older people are more concerned about 

their data than younger people. A combination of the increasing use of SM, people not 

knowing how their data is being used, the lack of concern by the young regarding the 

use of their data, the extensive publishing of data, and finally, the malicious use by 

certain companies, has led to problems such as the Cambridge Analytica scandal 

(ISAAK; HANNA, 2018)(BERGHEL, 2018). In this particular episode, the company 

used data analytics to sway the electorate, relying on the participation of SM platform 

users in their own psychological manipulation. 

Before the scandal, the most used newsfeed-based SM platforms in Latin 

America (Facebook, Instagram, Twitter, and Youtube) already had well-defined 

methods for publishing data collected from their platforms, and used application 

programming interfaces (API’s) for publishing. After the scandal, platforms toughened 

their policies, and their data publishing functionalities and processes in the years 

2019/2020 are described below. It is important to highlight that these policies undergo 

constant changes, and by the time readers have access to this text it may already be 

out of date. 
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Facebook policies also apply to Instagram (FACEBOOK INC., 2020). Data 

access is based on the Graph API, which allows other systems, called APPs, to 

connect with it. It “is the primary way to get data into and out of the Facebook platform. 

It's an HTTP-based API that apps can use to programmatically query data, post new 

stories, manage ads, upload photos, and perform a wide variety of other tasks.” In 

order to have access to Graph API, developers must register an APP on the platform 

and provide information on the APP and their business, such as an URL to the APP, 

privacy and service terms policies, contact e-mail, and others. Thus, the APP receives 

access to the basic data, which in practice, is data from the developer’s own accounts. 

If access to data from other accounts is required, it has to pass through a verification 

process: the developer must file a form containing information regarding why the APP 

needs that access and how it uses the data; a video must be recorded showing the 

working APP, and highlighting points of data gathering and use; and valid credentials 

must be created to allow Facebook representatives to log on the system and verify the 

information by themselves. If it passes, legal information concerning the company 

responsible for the app must be sent, including a legal document (for example, in Brazil 

it may be the company’s “Social Contract” or tax documents). The entire process may 

take from between one week to several months. These exigencies make it difficult for 

the Facebook platform, both Facebook and Instagram data, to be accessed by 

researchers, since it is not allowed to obtain data for offline analysis, which is the main 

purpose of many researchers. 

The Facebook API functionalities work with the concept of nodes, basically 

individual objects, such as a User, a Photo, a Page, or a Comment; edges, which are 

the connection between a collection of objects and a single object; and fields, data on 

an object. Thus, while it is possible to find Users or Pages, collect their posts, 

comments in their posts, or similar activities, it is not permitted to perform an open 

search by keywords. Also, the API limits the number of queries that an APP may 

perform by the number of users of the APP. 

YouTube and Twitter allow access to their data in a simpler manner. The 

YouTube API (GOOGLE LLC, 2020) limits data access by volume. For example, APPs 

have almost no restrictions on accessing YouTube API if it performs less than 10,000 

requests per day (it is slightly less, but the manner in which a request is counted was 

simplified for this text. More information on this may be found at (GOOGLE LLC, 

2020)). If an app needs more requests, it has to undergo a verification process similar 
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to the Facebook process. The developer must also create a video and provide valid 

credentials to allow YouTube representatives to log on to the system and verify the 

information by themselves. As an example, in our last verification process, YouTube 

staff asked us to change one YouTube icon inside the application because it had the 

wrong background color: we had changed the shade of red to be more harmonious 

with the system. 

The YouTube features work in a similar manner to Facebook. While it allows 

APPs to search for videos, channels, and playlists, it does not permit an open search 

by keywords in comments. It also allows APPs to collect the data and comments of 

posts. 

For Twitter API (TWITTER INC., 2020), users have almost no restrictions if their 

requests are below the rate limits. APPs may perform 180 query requests through 

windows of 15 minutes by APP users. Until 2018, it was unnecessary to provide Twitter 

with information regarding the APP context. After this date, developers have had to 

apply for a developer account. For this, they have to complete a form to have the APP 

accepted, although the form is sufficient to be able to access, since no videos or 

credentials for Twitter staff is needed. 

Some of the Twitter features are different to other platforms. Twitter also allows 

the search for users, gathering all user posts and related information based on User 

and Tweet objects. It differs however from other platforms in a number of ways. First, 

it allows APPs to perform an open search on the platform. For example, an APP may 

make a query for “Social Media” and receive the tweets that contains the term. 

However, due to the huge number of tweets and information that may be retrieved in 

this way, some peculiarities exist on this platform. First, it serves traditional query 

requests and also streams connections to serve APPs with real-time tweets. Thus, the 

query for “Social Media” may create a connection with Twitter servers and receive the 

tweets in real-time. However, for the basic, free access, the Twitter platform does not 

guarantee that all tweets will be retrieved. In fact, for the standard query, they limit 

results to the past 7 days and return just a sample of all the tweets, as the official 

documentation states “The Twitter Search API searches against a sampling of recent 

Tweets published in the past 7 days.”7 At the time of completing this thesis in 2020, 

 
7 https://developer.twitter.com/en/docs/twitter-api/v1/tweets/search/overview/standard  

https://developer.twitter.com/en/docs/twitter-api/v1/tweets/search/overview/standard
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Twitter is launching a new version of its API and creating new access possibilities. 

Thus, this information may vary. 

Chapter 3 describes how most of the current research on using SM for predicting 

elections results is based on the open search approach for Twitter posts containing the 

names of candidates or parties. By knowing the differences in the possibilities of data 

gathering on the most used SM platforms, we argue that most studies gather data on 

Twitter not because it is the most used or the most representative SM platform, but 

merely because it is the easiest or only platform where the open search approach is 

possible. Thus, only analyzing Twitter data may not represent a good sample of the 

SM population. Moreover, another bias in current studies becomes clear, since 

returned tweets on Twitter queries are not even representative of all tweets since 

queries return only a sample of recent tweets. 

2.3 MACHINE LEARNING REGRESSION 

There are dozens of regression techniques, and new techniques are constantly 

being created or refined. A recent extensive experimental survey of regression 

methods (FERNÁNDEZ-DELGADO et al., 2019) evaluated the performance of 77 

popular regression methods over 83 datasets and is a good reference regarding the 

comparison of methods. This thesis does not intend to create a new technique nor to 

find the best technique for the problem of predicting elections with SM data, but to 

study, select and apply a plausible, adequate technique for the problem and compare 

the results with traditional polls and previous studies. Thus, the question of discovering 

the best technique or model is for future studies. 

This section reviews the regression techniques used in this thesis. The choice 

is discussed in Chapter 5. This study has used the traditional linear regression model 

as a baseline technique, and artificial neural networks (ANNs), multilayer perceptron 

(MLP) and general regression neural networks (GRNN), as suitable models. The three 

techniques are presented below. 

2.3.1 Linear Regression 

Linear regression is one of the oldest techniques (dating from 1805 according 

to (YAN; GANG SU, 2009)) and is the most studied linear approach for modeling the 
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relationship between one or more response variables (also called dependent variables, 

explained variables, predicted variables, or regressands, usually denoted by y) and the 

predictors (also called independent variables, explanatory variables, control variables, 

or regressors, usually denoted by x1, x2, …, xp). This has been well documented in the 

statistics literature (SEAL, 1967; YAN; GANG SU, 2009) and may assume multiple 

forms. One explanatory variable is called a simple linear regression, or otherwise a 

multiple linear regression. It is called a multivariate linear regression when multiple 

correlated dependent variables are predicted, rather than a single scalar variable. 

The simple regression model is often written in the following form 

 

𝑦 =  𝛽0 + 𝛽1𝑥 +  𝜀 , 

(Eq. 2.7) 

where y is the dependent variable, β0 is the intercept, β1 is the gradient or the slope of 

the regression line, x is the independent variable, and ε is the random error. The 

multiple linear regression model has one dependent variable and more than one 

independent variable, and its general form is as follows: 

 

𝑦 =  𝛽0 + 𝛽1𝑥1 + ⋯+ 𝛽𝑝𝑥𝑝 + 𝜀  , 

(Eq. 2.8) 

where y is the dependent variable, β0, β1, β2, …, βp are regression coefficients, and x1, 

x2, …, xn are independent variables in the model. In both cases, in the classical 

regression setting it is usually assumed that the error ε follows the normal distribution 

with E(ε) = 0 and a constant variance Var(ε) = σ2. 

Despite also being considered as a machine learning technique, linear 

regression may be considered an optimization technique. The typical experiment of 

the linear regression is to observe n tuples of data (x1, y1), (x2,y2)…,(xn,yn) and use an 

optimization function to find the best values of β in order to minimize errors. The 

baseline method for this estimation is the least square estimation. The principle for the 

estimation is to find the estimates b0 and b1 such that the sum of the squared distance 

from actual response yi and predicted response yi = β0 + β1xi reaches the minimum 

amongst all possible choices of regression coefficients β0 and β1, i.e.,  

(𝑏0, 𝑏1) = arg  𝑚𝑖𝑛(𝛽0,𝛽1)  ∑ [𝑦𝑖 − (𝛽0 + 𝛽1𝑥𝑖)]
2

𝑛

𝑖=1
 

(Eq. 2.9) 
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For the multiple linear regression, the principle is similar. The motivation behind 

the least squares method is to find parameter estimates by choosing the regression 

line that is the “closest” line to all data points (xi, yi). A general example is shown in 

Figure 2.2, where the red line plots the best function y = 60 + 1,85x found for generated 

values plotted in blue. More details about linear regression may be found in (YAN; 

GANG SU, 2009). 

Figure 2.2 – Example of a linear regression plotted function 

 

Source: self-provided. 

It is important to highlight two essential characteristics of this method. First, it is 

a linear method, which signifies that the mean of the response variable is a linear 

combination of the parameters (regression coefficients) and the predictor variables. To 

deal with this restriction, manipulation of input variables may be performed, such as 

the use of polynomial regression. This leads to new concerns, such as the overfitting 

of the data and the need for regularization terms. Second, the coefficient estimates for 

the ordinary least squares rely on the independence of the features, i.e., a linear 

correlation may not exist between two or more independent variables. When this 

occurs, the least-squares estimate becomes overly sensitive to random errors in the 

observed target, thereby producing a large variance. These kinds of restrictions lead 

to the creation of variations of the basic linear regression, such as ridge and lasso 

regression, and others, as well as nonlinear models. Further details on linear 

regression and these variations may be found at (EFRON et al., 2004; HAWKINS, 

1973; TIBSHIRANI, 1996; YAN; GANG SU, 2009). 
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2.3.2 Artificial Neural Networks – ANNs 

There are many more sophisticated models for regression than linear 

regression, that provide better results in many different datasets (FERNÁNDEZ-

DELGADO et al., 2019), especially when there is a nonlinear correlation between 

dependent and independent variables. One of the prominent classes of these models 

is the artificial neural networks (ANNs). This class of computational model is inspired 

by the functioning of the human brain and designed to solve problems that traditional 

computing does not perform well, including perception problems such as face and 

speech recognition (HAYKIN, 1998)(BRAGA; CARVALHO; LUDERMIR, 2007). The 

main characteristics of ANNs include their highly distributed nature and the ability to 

“learn” from previous examples. 

 In this study, two ANN approaches are considered for regression problems: the 

multilayer perceptron (MLP) and the general regression neural networks (GRNN).  

2.3.2.1 Multilayer Perceptrons – MLPs 

The multilayer perceptron (MLP) is one of the most popular neural network 

architectures and may be used both for classification and regression. It is based on the 

neuron model, defined in 1943 by McCulloch and Pitts (MCCULLOCH; PITTS, 1943), 

known as the MCP neuron model. The model was used in 1958 by Rosemblatt 

(ROSENBLATT, 1958), who defined the perceptron and for the first time, introduced 

the learning concept and the training algorithm. 

McCulloch and Pitts assumed that “because of the ‘all-or-none’ character of 

nervous activity, neural events and the relations among them can be treated by means 

of propositional logic.” Thus, they defined the model by computing the weighted sum 

of its input and computing the output by using an activation function. Originally, the 

activation function produced only a binary output, 1 if the weighted sum of the inputs 

is greater than a threshold θ, or 0 otherwise. 

Through the evolution to the perceptron, Rosemblatt (ROSENBLATT, 1958) 

proposed a learning theory by supervised learning. He concluded, amongst other 

things, that “in an environment of random stimuli, a system consisting of randomly 

connected units, subject to the parametric constraints discussed above, can learn to 

associate specific responses to specific stimuli”; and that “the probability that a stimulus 
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which has not been seen before will be correctly recognized and associated to its 

appropriate class (the probability of correct generalization) approaches the same 

asymptote as the probability of a correct response to a previously reinforced stimulus”; 

and that “trial-and-error learning is possible in bivalent reinforcement system.” To 

summarize, it is possible to create an architecture of connected units with weights, that 

may be trained in a supervised training approach (by trial-and-error) and is capable of 

being applied in a new stimulus which has not been seen before. Figure 2.3 is a 

graphical representation of the model. 

Figure 2.3 – The McCulloch-Pitts (MCP) neuron model 

 

Source: adapted from (BRAGA; CARVALHO; LUDERMIR, 2007). 

The weights (ω) of the MCP neuron are adjusted to adequately solve a given 

problem. Rosenblatt demonstrated that the neuron may be trained iteratively by 

adjusting the weights according to the following formula: 

 

𝜔⃗⃗ (𝑡 + 1) =  𝜔⃗⃗ (𝑡) +  𝜂  x  𝑒(𝑡)  x   𝑥⃗⃗  (𝑡) 

(Eq. 2.10) 

Where e(t) is the output error, i.e., the difference between the output produced by the 

network y(t) and the actual output a; η is the learning rate, i.e., the rate at which the 

weights are adjusted, and  𝑥⃗⃗   is the input vector. It has been proven that this training 

algorithm always converges to the solution if the problem is linearly separable 

(HAYKIN, 1998)(BRAGA; CARVALHO; LUDERMIR, 2007), making the approach 

similar to the linear regression technique.  

Since many real-life practical problems are more complex and not linearly 

separable, this model has evolved to a multilayer perceptron (MLP). The idea behind 

the MLP is to add at least one hidden layer to the MCP neuron model to build a 
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multilayer network. Thus, many perceptrons are organized into these layers of nodes, 

of which there are at least three: an input layer, a hidden layer, and an output layer. 

The input nodes map the input data, and all other nodes are neurons that use a 

nonlinear activation function. The activation function is a linear function that maps the 

weighted inputs to the output of each neuron. The weights for each connection are 

independent and learned during the training phase. Thus, each neuron responds in a 

different way for the same input. This new kind of organization allows the neurons of 

the hidden layer to create hyperplanes, whereas the output neurons combine these 

hyperplanes in order to build more complex solutions (HAYKIN, 1998)(BRAGA; 

CARVALHO; LUDERMIR, 2007)(HASSOUN, 2010). Figure 2.4 is a graphical 

representation of the model with one hidden layer.  

Figure 2.4 – MLP model with one hidden layer 

 

Source: adapted from (BRAGA; CARVALHO; LUDERMIR, 2007). 

It has been proven that the MLP with a single layer can approximate any 

continuous functions (CYBENKO, 1989). Indeed, the MLP is considered a universal 

function approximator (HORNIK; STINCHCOMBE; WHITE, 1989). In practice, MLP 

networks may be designed and implemented in many different forms, by many 

configurable parameters, leading to different outputs. The choices include, although 

not limited to, the architecture of the network (such as the number of hidden layers and 

the number of neurons in each layer), the activation function, the method for training, 

and the additional parameters for training, amongst others. 

Considering the architecture of the MLP network, due to its proven 

characteristic, the most common architecture contains only one hidden layer. However, 

in some cases, the use of more hidden layers may facilitate network training and 
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provide additional advances, which has led to the development of deep neural 

networks or deep learning. These models have demonstrated practical results and won 

numerous contests, and have been applied to problems related to pattern recognition, 

image interpretation, and speech recognition, among others (SCHMIDHUBER, 2015). 

In addition to the architecture, the MLPs are also dependent on other choices. 

Many activation functions, which map the weighted inputs to the output of each neuron, 

have already been proposed (KARLIK; OLGAC, 2011), the most common being the 

logistic sigmoid function, the hyperbolic tangent function, and the rectified linear unit 

(ReLU) function, presented in equations 2.11-2.13. 

𝑓(𝑥) =  
1

1 + 𝑒−𝑥
 

(Eq. 2.11) 

𝑓(𝑥) = tanh(𝑥) 

(Eq. 2.12) 

𝑓(𝑥) =  max (0, 𝑥) 

(Eq. 2.13) 

The training method is also very influential. The first successful and one of the 

most commonly used methods for training MLPs is the backpropagation 

(RUMELHART; HINTON; WILLIAMS, 1986). This is a supervised training method. The 

aim is to adjust the network weights in order to reduce the known errors in the final 

predictions. However, the errors of hidden layers are unknown and must be estimated. 

The backpropagation algorithm consists of two phases, a forward and a 

backward phase. As well described by (OLIVEIRA, 2004):  

“In the forward phase a pattern from the training set is presented at the network 

inputs. Next, the units of the first hidden layer compute their outputs. These outputs 

are used by the next hidden layer to compute the respective outputs. This procedure 

is carried out until the output layer units compute their outputs. Now the outputs 

produced by the network are compared to the desired outputs and the errors are 

calculated. In the backward phase, these errors are used to adjust the weights of the 

connections to the output layer. Subsequently, they are used to estimate the error on 

the hidden layer connected to the output layer, as described above. If the network has 

more than one hidden layer, this procedure is carried out until the first hidden layer (the 

one to which the input layer is connected).” 

The weight is adjusted to minimize the sum of squared errors (SSE), given by: 
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𝑆𝑆𝐸 =  
1

2
 ∑ ∑ (𝑑𝑖

𝑗
− 𝑦𝑖

𝑗
)2

𝑘

𝑖=1

𝑝

𝑗=1
 

(Eq. 2.14) 

where p is the number of training patterns, k is the number of output units, di is the 

desired value of the i-th output and yi is the value produced by the network on the i-th 

output. Thus, the weight and bias are adjusted in each training epoch t, according to 

the equation: 

𝑤𝑗𝑖(𝑡 + 1) =  𝑤𝑗𝑖(𝑡) +  𝜂  x  𝛿𝑗(𝑡)  x  𝑥𝑖(𝑡) 

(Eq. 2.15) 

where 𝜂 is the learning rate. If j is an output neuron, 𝛿𝑗 is given by 𝛿𝑗 = (𝑑𝑖 − 𝑦𝑗)𝑓′(𝑛𝑒𝑡𝑗), 

where 𝑛𝑒𝑡𝑗 is the weighted sum of the inputs of the neuron and 𝑓′(. ) is the partial 

derivative of the activation function with respect to 𝑛𝑒𝑡𝑗. The complete derivation and 

explanation of the backpropagation algorithm may be found at (BRAGA; CARVALHO; 

LUDERMIR, 2007; HASSOUN, 2010; HAYKIN, 1998; RUMELHART; HINTON; 

WILLIAMS, 1986). 

One of the challenges of the MLP trained with backpropagation (MLP-BP) is the 

right choice of the learning rate 𝜂, since it has an important effect on the training 

performance: if the value is too small, too many epochs are needed to reach an 

acceptable solution, but if it is too high, the minimum error may possibly not be 

reached. To deal with this challenge, some strategies are used, such as the use of 

adaptive learning rate or inverse scaling learning rate. Another important challenge is 

the local minima problem. These algorithms are designed to find a minimum error, 

which is not guaranteed to be the global minimum, and may depend on initialization 

parameters. Thus, they often stop training without being unable to find the global 

minimum. As a consequence, a number of studies have tackled this problem in various 

manners, including global optimization technics such as genetic algorithms 

(STANLEY; MIIKKULAINEN, 2002), by adding nodes on the hidden layer (CHOI; LEE; 

KIM, 2008), or by using a committee of machines, averaging many different results 

(TRESP, 2001).  

 To summarize, the multilayer perceptron trained with backpropagation (MLP-

BP) is a powerful machine learning method for supervised learning that is able to solve 

complex problems stochastically, and is proven to be a universal function approximator 

(HORNIK; STINCHCOMBE; WHITE, 1989). It is also data driven, so no explicit 
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assumption is needed for the model between the inputs and outputs; it needs no 

assumptions on the distribution of input data, unlike statistical techniques; it can 

generalize, and produces good results even when facing new input patterns; it 

performs well even with the existence of noisy data; and the algorithm is easy to 

implement since the functions and its derivatives are well known. Lastly, in the recent 

experimental survey that compared 77 popular regression methods (FERNÁNDEZ-

DELGADO et al., 2019), the MLP-BP based model obtained remarkable results with 

small datasets by using a specific design with one hidden layer and few neurons on 

this hidden layer. 

However, as challenges, we highlight that for more complex designs a (large) 

representative training set is needed, and that complex transformations may be costly 

to converge, and that there is a possibility of converging to a local minimum rather than 

a global minimum. Moreover, the results are seen as a “black box”, since the learning 

in the hidden layers has no direct relation with the inputs or outputs and are difficult to 

explain. Lastly, it may present overfitting, when the error is very low in the training set, 

although the solution is not generalizable, and errors are high for new examples. 

For practical implementation, there are many choices and parameters for being 

tuned, which may lead to different results for the same input data. This need for many 

decisions leads to a high dependency on the expertise of the designer. As an 

alternative, research regarding the automatic selection of the model and setting of 

these parameters, also called hyperparameters, has begun to appear and these are 

called AutoML (HE; ZHAO; CHU, 2021).  

2.3.2.2 General Regression Neural Networks – GRNN 

General Regression Neural Networks (GRNN), as proposed by Specht 

(SPECHT, D.F., 1991), fall into the category of probabilistic neural networks (PNN) 

(SPECHT, Donald F., 1990). The main difference between PNNs and the other neural 

networks, such as MLP-BP, is that the activation function is replaced by one that is 

statistically derived, an exponential function. Hence, the resulting network is similar in 

structure to backpropagation and has the feature that the decision boundary 

implemented by the PNN, under certain easily-achieved conditions, asymptotically 

approaches the Bayes optimal decision surface. In addition, the use of probabilistic 

neural networks is especially advantageous because the network learns in one pass 
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through the data and is able to generalize from examples as soon as they are stored 

(SPECHT, D.F., 1991). Thus, it converges with only a few available training samples 

and is well suited for small datasets. 

GRNNs are feed-forward networks based on the estimation of probability 

density functions (PDFs), and have a one-pass learning algorithm with a highly parallel 

structure. The GRNN algorithm is based on the estimation of the PDF from the 

observed samples using the Parzen window method (SPECHT, D.F., 1991). The PDF 

is the normal distribution, and stands on the following equation: 

𝑌̂(𝑋) =  
∑ 𝑌𝑖  exp (−

𝐷𝑖
2

2𝜎2 )
𝑛
𝑖=1

∑ exp (−
𝐷𝑖

2

2𝜎2 )
𝑛
𝑖=1

 

(Eq. 2.16) 

where, 

𝐷𝑖
2 = (𝑋 − 𝑋𝑖)𝑇(𝑋 − 𝑋𝑖) 

(Eq. 2.17) 

and X is the input sample, Xi is the training sample, Yi is the output of input sample 𝑋𝑖, 

𝐷𝑖
2 is the Euclidean distance from X, exp (−

𝐷𝑖
2

2𝜎2 ) is the activation function, 𝑌̂ is the 

estimated output value based on input X, and AT means the matrix transpose. The 

estimate 𝑌̂(𝑋) may be visualized as a weighted average of all the observed values, 𝑌𝑖, 

where each observed value is weighted exponentially according to its Euclidean 

distance from X. The parameter 𝜎 is the smoothing parameter. When 𝜎 is large, the 

estimated density is forced to be smooth and in the limit it becomes a multivariate 

Gaussian. On the other hand, a smaller value for 𝜎 allows the estimated density to 

assume non-Gaussian shapes, but outliers may have too great an effect on the 

estimate. As 𝜎 becomes very large, 𝑌̂(𝑋) assumes the value of the sample mean of 

the observed 𝑌𝑖, and as it approaches 0, 𝑌̂(𝑋) assumes the value of the  𝑌𝑖 associated 

with the observation closest to X. Although it is not possible to compute an optimum σ 

for a given number of observations n, it is easy to find on an empirical basis, for 

example, by minimizing the mean squared error between 𝑌𝑗 and the estimate  𝑌̂(𝑋𝑗) 

(SPECHT, D.F., 1991). 

Neurons in the GRNN architecture are arranged in four layers, as didactically 

presented in (ANTANASIJEVIĆ et al., 2018) and shown in Figure 2.5. 
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The input layer is a distribution layer fully connected to the second layer. Its 

outputs are computed as the Euclidean distance (Dj) of the input from the stored 

patterns. On the pattern layer, the exponential activation function is used to calculate 

the output of each pattern neuron. Each pattern neuron is connected to the two 

neurons in the summation layer, which compute the sum of the weighted and 

unweighted outputs of the pattern neurons. Finally, the output neuron computes the 

predicted value by dividing the outputs of the summation layer, i.e., the weighted and 

unweighted sums. 

Figure 2.5 – The GRNN architecture and calculations 

 

Source: adapted from (ANTANASIJEVIĆ et al., 2018) 

As summarized by Specht (SPECHT, D.F., 1991), the principal advantages of 

GRNN are fast learning and the convergence to the optimal regression surface as the 

number of samples become larger. GRNN is particularly advantageous with sparse 

data or small sample data, because the regression surface is instantly defined, even 

with just one sample. The one-sample estimate is that 𝑌̂ will be the same as the one 

observed value, regardless of the input vector X. A second sample will divide 

hyperspace into high and low halves with a smooth transition between them. Thus, the 

surface becomes gradually more complex with the addition of each new sample point. 

In an experimental setup, only 1% of the training was needed for the GRNN to achieve 

comparable accuracies for a MLP-BP model (SPECHT, D.F., 1991). 

One further advantage is the reduced number of hyper parameters to be set, 

which is just one, a distinguishing difference from the MLP. GRNNs are also much 

faster to train than a MLP network, and they converge to a global minima, avoiding the 

convergence to local minima, which may occur with other techniques. Lastly, it is being 

currently used in many diverse domains, from estimation of traffic-related air pollutant 
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emissions (ANTANASIJEVIĆ et al., 2018), to corrosion of steel embedded in soil 

(DING; RANGARAJU; POURSAEE, 2019). 

The main disadvantage of the technique is the amount of computation required 

to estimate a new output vector, making it slower than MLP at estimating new cases. 

It also requires more memory space in order to store the model, and may be not 

practical for large datasets with complex models. Lastly, although Specht’s lists this 

characteristic as an advantage, it may be seen like a disadvantage in regression 

problems: the estimate is bounded by the minimum and maximum of the observations, 

which may limit predicting new values. 

2.3.3 Committee Machines 

In committee machines, an ensemble of estimators—consisting typically of 

neural networks or decision trees—is generated by means of a learning process, and 

the prediction of the committee for a new input is generated in the form of a 

combination of the predictions of the individual committee members (TRESP, 2001). 

This type of estimator’s architecture is recognized as being useful in three 

different ways (TRESP, 2001). First, it can achieve a performance which is 

unobtainable by an individual committee member on its own, since the errors of the 

individual committee members, to some degree, are cancelled out when their 

predictions are combined. Typical representative approaches include ensemble 

averaging, bagging, and boosting. Second, it permits modularity, by enabling each 

estimator to focus on a particular region in the input space and the prediction of the 

committee can be obtained by a locally weighed combination of the predictions of the 

members. Its most representative approaches are the mixture of experts and its 

variants (HAYKIN, 1998). Third, it may reduce the computational complexity. Instead 

of training one estimator using all the training data, it may be more efficient at 

partitioning the data into several smaller data sets, training different estimators on the 

individual data sets and then combining the predictions of the individual estimators. 

Bayesian committee machines are examples of this case (TRESP, 2001). 

This study uses only committee machines based on averaging, and therefore 

this section presents only this type of committee machines. 

The basic idea behind averaging is to train a committee of estimators and 

combine the individual predictions, the goal of which is to achieve an improved 
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generalization performance when compared to the achievable performance with a 

single estimator (TRESP, 2001). In regression, the committee prediction for a test input 

x is achieved by a weighted sum of the predictions of the M committee members as 

following: 

𝑡̂(𝑥) =  ∑ 𝑔𝑖𝑓𝑖(𝑥)
𝑀

𝑖=1
 

(Eq. 2.18) 

where fi(x) is the prediction of the i-th committee member at input x and gi are weights 

associated to each member and often required to be positive and to achieve a sum of 

one. In the case of simple averages, weights are equal to each committee member, 

and are usually 1/M.  

The simple averaging approach is typically used with neural networks (TRESP, 

2001). In the basic setup, the neural networks are all trained on the complete training 

set, and the decorrelation amongst the predictions is achieved by varying the initial 

conditions in training, such that different neural networks converge into different local 

minima of the cost function. In practice, it is a powerful solution for the disadvantage 

of achieving local minima on MLPs, by averaging results. With regards to efficiency, 

(PERRONE, 1993) and (KROGH; VEDELSBY, 1994) described that the error of the 

committee machine obtained by averaging is equal or less than the error of the 

committee members individually. As a recent practical result, an experiment comparing 

77 popular regression models over 83 different datasets, (FERNÁNDEZ-DELGADO et 

al., 2019) indicated that a simple average committee of neural networks composed of 

5 equal MLPs trained using different random seeds was one of the well-performing 

models, despite being slow. 
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3 PREDICTING ELECTIONS WITH SOCIAL MEDIA DATA 

“Humans are not very good at predicting the 

future, even just the next five minutes.” 

(Gudmund Iversen) 

The way politicians communicate with the electorate and run electoral campaigns 

was reshaped by the emergence and popularization of contemporary SM platforms. 

Due to the inherent capabilities of SM, such as the large amount of available data 

accessed in real-time, a new research subject has emerged, which focuses on the use 

of SM data to predict election outcomes. Although many studies have been conducted 

over the last decade, results have been controversial and often challenged. In this 

context, as initial steps of this thesis, we investigated and summarized how research 

on predicting elections based on SM data has evolved since its beginnings, so as to 

outline the state of both the art and the practice, and to identify research challenges 

and opportunities within this field. 

In terms of method, we performed a systematic literature review analyzing the 

quantity and quality of publications, the electoral context of studies, the main 

approaches and characteristics of the successful studies, as well as their main 

strengths and challenges, and compared our results with previous reviews. We 

identified and analyzed 83 relevant studies, and the challenges were identified in many 

areas such as process, sampling, modeling, performance evaluation, and scientific 

rigor. The main findings include the low success rates of the most-used approach, 

namely volume and sentiment analysis on Twitter, and the better results of new 

approaches, such as regression methods trained with traditional polls. Lastly, a vision 

of future research on integrating advances in process definitions, modeling, and 

evaluation is also discussed, pointing out, amongst other items, the need to improve 

investigations into the application of state-of-the-art machine learning approaches. 

The complete, detailed review, entitled “A Systematic Review of Predicting 

Elections Based on Social Media Data: Research Challenges and Future Directions” 

was accepted for publication in the IEEE Transactions on Computational Social 

Systems. At the time of this thesis's finishing, it is available as early access (BRITO, 
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K. dos S.; SILVA FILHO; ADEODATO, 2021). This Chapter presents a shorter version 

of the study, highlighting the main points. 

The remainder of this Chapter is organized as follows: Section 3.1 presents the 

background related to the rise of election prediction with SM data, as well as an 

analysis of the main points of similar comparative studies. In Section 3.2, we present 

the main points of the review method and the procedure employed in this study, 

followed by Section 3.3, which provides an overall summary of the results. In Section 

3.4, we summarize the main strengths, challenges, and future directions in the area. 

Lastly, Section 3.5 concludes and summarizes the outcomes. 

3.1 RESEARCH BACKGROUND 

3.1.1 The Rise of Election Prediction with SM Data 

One of the first attempts that aimed at predicting election outcomes using data 

from SM may be attributed to Tilton (TILTON, 2008). In 2008, only two years after 

Facebook was launched for the general public, Tilton endeavored to predict election 

outcomes of a connected society, in this case a university, framed by the following 

research question: “Could Facebook be used to estimate the results of a student 

election?” Results showed that his model was able to predict into which place the 

candidates came in 21 out of 27 times in a given election. Probably because this was 

not related to a formal political scenario, Tilton’s study is seldom cited by studies in the 

area, although we consider it a very insightful preliminary study within this field. 

Two studies may be considered seminal and have been cited by almost all the 

studies that followed. In 2010, Tumasjan et al. (TUMASJAN et al., 2010) presented a 

study on the 2009 German federal election. They collected all the tweets that contained 

either the names of any of the six parties represented in the German parliament, or the 

most prominent politicians of these parties, and compared the volume of tweets with 

the election results. According to their results, they claimed that “the mere number of 

tweets mentioning a political party can be considered a plausible reflection of the vote 

share and its predictive power even comes close to traditional election polls.” In the 

same year and with an improved approach via a sentiment detection of tweets, 

O’Connor (O’CONNOR et al., 2010) observed that “a relatively simple sentiment 
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detector based on Twitter data replicates consumer confidence and presidential job 

approval polls.” 

Based on these two studies, the volume of tweets combined with automatic 

sentiment detection became the main approach for most further research around the 

world, such as in the Netherlands (SANG; BOS, 2012), Italy and France (CERON et 

al., 2014), India (SINGHAL; AGRAWAL; MITTAL, 2015), Indonesia (PRASETYO; 

HAUFF, 2015), Colombia (CERON-GUZMAN; LEON-GUZMAN, 2016), Chile 

(RODRÍGUEZ et al., 2018), and the U.S. (HEREDIA; PRUSA; KHOSHGOFTAAR, 

2018). In general terms, researchers collected tweets referring to a candidate or party; 

performed a sentiment analysis to classify the post as positive, negative, or neutral; 

and attempted to correlate the volume of positive and negative posts with electoral 

results. In these studies, the main challenges were gathering data via an open search 

on Twitter and the sentiment analysis. 

Despite being the most-commonly used approach, the analysis of the volume and 

sentiment of tweets engendered a number of criticisms just after their launch (GAYO-

AVELLO, 2011; GAYO-AVELLO; METAXAS; MUSTAFARAJ, 2011; JUNGHERR et 

al., 2017). In fact, by using these approaches, results may vary widely, as discussed 

by Jungherr (JUNGHERR; JÜRGENS; SCHOEN, 2012). After replicating Tumasjan’s 

seminal study, Jungherr argued that “the results are contingent on arbitrary choices of 

the authors,” and indicated that simply including one more party or day of collection 

would greatly change the results. 

Moreover, despite criticism, recent works have continued to use similar 

approaches to the volume and/or sentiment of tweets and have achieved a variety of 

results, both positive (BANSAL; SRIVASTAVA, 2018; SALARI et al., 2018), negative 

(ANDY JANUAR WICAKSONO; SUYOTO; PRANOWO, 2016; SINGH; SAWHNEY; 

KAHLON, 2017) and even mixed (ANJARIA; GUDDETI, 2014; HEREDIA; PRUSA; 

KHOSHGOFTAAR, 2018). Additionally, novel approaches began to appear, such as 

models based on regression or time series methods (TSAKALIDIS et al., 2015; 

ZHANG, X., 2018), and models using traditional polls for training or comparing results 

in order to calibrate the model (ISOTALO et al., 2016). 
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3.1.2 Analysis of Previous Reviews 

Due to the variety of approaches, with different achieved results even in 

replications of the same approach in the same context (JUNGHERR; JÜRGENS; 

SCHOEN, 2012), some researchers have tried to summarize the knowledge in this 

area. 

In 2013, Kalampokis et al. (KALAMPOKIS; TAMBOURIS; TARABANIS, 2013) 

presented a systematic review aiming to understand the predictive power of SM, not 

only in the electoral context. By analyzing 52 studies, 11 regarding election predictions, 

they identified that the main approaches were based on volume, sentiment, and user 

profiling. In addition, the use of predictive analysis using linear regression was also 

identified, but not in the studies related to the political context. They also verified that 

40% of the studies that had used sentiment-related variables challenged SM predictive 

power, i.e., it was not successful. This number increased to 65% in the case of lexicon-

based approaches. Lastly, they emphasized the lack of predictive analytic evaluation 

and the controversial results of electoral predicting studies. 

In the same year, Gayo-Avello (GAYO-AVELLO, 2013) presented a study that we 

consider to be the first review to specifically address predicting elections with SM, 

focusing on Twitter. By analyzing 10 previous studies from 2010 to 2013, he concluded 

that “the presumed predictive power regarding electoral prediction has been somewhat 

exaggerated.” Moreover, as in (KALAMPOKIS; TAMBOURIS; TARABANIS, 2013), he 

identified volume and sentiment analysis as the main approaches together with the 

need to use more up-to-date methods for sentiment analysis. He also expanded the 

list of challenges, such as the dependency on arbitrary decisions made by researchers 

regarding keywords, parties, and candidates, selection of the data collection period, 

and problems related to Twitter, such as demographic and self-selection bias, and bias 

related to spam, misleading propaganda and astroturfing. He ended the study by 

observing that regression models could be a future direction. 

In 2015, studies by Prada (PRADA, 2015) and O’Leary (O’LEARY, 2015) 

presented the general lines of the main approaches for prediction using Twitter in many 

different domains, and briefly described a few studies related to election predictions (2 

and 11 studies respectively). In 2018, Kwak (KWAK; CHO, 2018) presented the results 

from a survey including 69 papers, which supported the argument that SM may be 

used in order to understand political agenda, rather than election forecast. The most 
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recent studies (KOLI; AHMED; MANHAS, 2019)(BILAL et al., 2019) have presented 

limited nonsystematic surveys, both analyzing 13 papers, adding some arguments to 

the original review from Gayo-Avello (GAYO-AVELLO, 2013). Koli (KOLI; AHMED; 

MANHAS, 2019) argued that prediction using Twitter was able to attain better results 

in developed countries, rather than developing countries, due to a higher literacy rate 

and more efficient internet access. In addition, Bilal (BILAL et al., 2019) considered the 

challenges of sentiment analysis in languages other than English. However, despite 

these new arguments, recent studies have failed to identify novel approaches, as well 

as those that use SM other than Twitter and Facebook. 

There is not yet a common consensus in the literature regarding well-established 

methods, processes, and tools for predicting election results based on SM data. 

Moreover, the SM landscape is undergoing continuous changes, as well as patterns 

of use. For example, Facebook has surpassed the number of active users of Twitter, 

and even new SM platforms have become more popular, such as Instagram (WE ARE 

SOCIAL; HOOTSUITE, 2020). Thus, a thorough review providing an understanding of 

the past and directions for future research is still needed and should be updated 

frequently until common bases can be defined. 

3.2 METHODOLOGY 

The method chosen for this research was a systematic literature review, which has 

proven to be a replicable and effective manner with which to identify, evaluate, interpret 

and compare studies that are relevant to a particular question or area (CENTRE FOR 

REVIEWS AND DISSEMINATION, 2009; DA SILVA et al., 2011; KITCHENHAM; 

BRERETON, 2013; ZHANG, H.; BABAR; TELL, 2011). The method used in this 

research has followed the guidelines defined by (KITCHENHAM; BRERETON, 2013) 

and is fully described in the paper (BRITO, K. dos S.; SILVA FILHO; ADEODATO, 

2021). This section presents the main points. 

3.2.1 Research Questions 

To define the research questions of this review, we returned to the main objective: 

“To provide a thorough review and investigation of the state of both the art and the 
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practice of predicting election outcomes based on SM data and to identify key research 

challenges and opportunities in this field”.  

Thus, the following research questions were derived: 

• RQ1: In which electoral contexts is the research being performed? 

This question aims at identifying the electoral contexts being studied, such as the 

year and country in which the election took place, and the type of election. This 

question is intended to ascertain whether the studies are best suited or giving attention 

to any particular electoral context. 

• RQ2: What are the main approaches? 

The objective of this question is to identify the main approaches used, their main 

characteristics, how they are modeled and applied to predict elections, and which 

metrics are used to assess their performance. 

• RQ3: What are the main characteristics of successful studies? 

The objective of this question is to identify the main characteristics of allegedly 

successful studies, in order to identify which specific contexts, which approaches, and 

which factors yield effective results. 

• RQ4. What are the main strengths and challenges of predicting elections with 

social media? 

After studying the context, approaches and characteristics of successful studies, 

the answer to this question aims to summarize the main perceived strengths, 

weaknesses, challenges, and opportunities in this new research area to guide future 

research. 

3.2.2 Search Process 

The rigor of the search process is one of the distinctive characteristics of 

systematic reviews (ZHANG, H.; BABAR; TELL, 2011). To implement an unbiased and 

strict search, two approaches were combined: (i) an automated search on indexing 

systems and (ii) a snowballing search on the references of studies found on the 

automated search. 

The automated search was performed in four indexing systems: ACM Digital 

Library, IEEEXplore Digital Library, ISI Web of Science, and Scopus. The search was 

performed on the metadata of the papers: title, abstract, and keywords and aimed to 
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find studies focused on predicting elections based on SM data. After some initial 

refinements, the following search string was used in the automatic search: 

 

(model OR method OR approach OR framework) AND (predict*) AND (election*) 

AND (“social media” OR twitter OR facebook OR instagram). 

 

The snowballing search on the references was applied only at the end of the study 

selection so as to perform this search on already identified relevant studies only. 

3.2.3 Quality Assessment 

One initial difficulty regarding quality assessment is that there is no established 

manner with which to define study "quality." In this study, we have used the premise 

suggested by (CENTRE FOR REVIEWS AND DISSEMINATION, 2009), in which 

quality relates to the extent to which the study minimizes bias and maximizes internal 

and external validity. Thus, we have focused the quality assessment on the rigor of the 

study. Hence, we proposed the following quality assessment questions: 

QA1: Are the aim(s)/objective(s) clearly identified? 

QA2: Was the related work comprehensively reviewed? 

QA3: Are the findings/results clearly reported? 

QA4: Are bias and threats to validity clearly discussed? 

QA5: Did the study compare the proposed solution and results with other works? 

3.3 REVIEW RESULTS 

The search procedure was last performed on July 31, 2020 and included all papers 

until 2019. The study selection resulted in a final set of 90 studies: 83 main primary 

studies and 7 surveys or literature reviews. Primary studies were analyzed and 

discussed to answer the research questions, whilst surveys were used in the 

discussion and comparison of this review’s results. This section summarizes the main 

results. 
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3.3.1 Quality Assessment 

The objective of the quality assessment was not to exclude any study based on 

measured quality, but rather to understand the general quality of the published studies, 

and to detect possible strengths or weaknesses regarding methodology. Results 

demonstrated that studies generally satisfied questions QA1, QA2 and QA3. However, 

the main concerns reside in RQ4 and RQ5. Only 45% of the studies presented a 

discussion regarding the threats to validity, and only 11% of the studies conducted a 

clear comparison and discussion of their results with other previous research. These 

data lead to the conclusion that while many studies claim positive (or negative) results, 

it is difficult to support these results because no comparison with previous research 

has ever been conducted, and threats to validity are often not considered. 

3.3.2 Electoral Contexts 

With regard to “RQ1: In which electoral contexts is the research being performed?”, 

we identified that most studies (72%) were performed in the context of a unique 

election, which may have impacted the applicability of their results, due to a lack of 

generalization. In addition, we identified that most studies were related to elections on 

a national level (68%), for the position of president (42%), and with a direct vote (61%) 

for a candidate. There were generally either only two candidates (42%), or a maximum 

of five candidates (72%). Figure 3.1 summarizes the general characteristics of the 

studied elections. These data are in line with the most-commonly studied scenario: 

U.S. presidential elections. It is important to highlight, that the prevalence of U.S. 

presidential elections may bias results, due to the specific characteristics of these 

elections, and the small number of studies on elections in Africa (only 2%) and Latin 

America (only 7%) illustrates that few assumptions may be made regarding elections 

in these regions. 

3.3.3 Main Approaches 

With regard to “RQ2: What are the main approaches?”, it was identified that 

approaches were grouped into five supermodel groups: (i) volume or sentiment; (ii) 

regression or time series; (iii) profile or posts interactions; (iv) topic analysis; and (v) 
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other unique approaches. Table 3.1 presents the number of studies classified 

according to each approach. The sum exceeds 100% because many studies used 

mixed approaches, and the table also reveals the number of studies that only used 

volume or sentiment approaches, not combined with anything else. 

Figure 3.1 – Characteristics of studied elections: (a) coverage, (b) role, (c) type of vote, and (d) 
number of candidates. 

 

Source: self-provided. 

3.3.3.1 Volume or Sentiment 

More than three-quarters of the studies were based on the detection of volume 

and/or sentiment of text on SM, which was the main approach used by the studies that 

included Twitter (61 out of 70 studies). Studies using this approach followed the 

proposal put forward by seminal studies such as those by Tumasjan (TUMASJAN et 

al., 2010) and O’Connor (O’CONNOR et al., 2010). Thus, the process they followed is: 

(i) Twitter data collection by pre-selected keywords; (ii) data cleaning, with the removal 

of tweets not addressing elections, together with duplicates or retweets; (iii) sentiment 

analysis; (iv) prediction based on sentiment counting analysis using a simple linear 

formula; and (v) performance evaluation. The linear formula in most cases was a direct 

correlation of the percentage of posts mentioning a candidate and his/her vote share. 
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The advantages of this are that it is a simple counting approach, it incurs low costs, 

is easily implemented, and generates fast results. Many authors, using this approach 

in a variety of scenarios have claimed success or promising results. 

Table 3.1 – Main Approaches Identified 

 

Source: self-provided. 

We highlight two main challenges. First, the majority of studies focused on 

improving the sentiment analysis, and not on improving the actual prediction. However, 

lexicon-based analysis based on the presence of positive/negative words is the most 

common approach, and more sophisticated techniques based on the advances of 

artificial neural networks (ANN), including deep learning, are almost never used. The 

second main challenge is that the nature of this model leads to many biases, for 

example: (i) Twitter cannot be generalized as a good sample of all SM; (ii) collected 

data do not represent even a good sample of all tweets, due to platform constraints; 

(iii) it is too dependent on arbitrary decisions, such as search keywords and the 

selection of a period for data collection; and (iv) results are easily affected by volume 

manipulation from automated software, spammers, paid propaganda or even natural 

differences between online user behavior. Lastly, most studies using this approach 

performed what we term as one-shot predictions, i.e. just one prediction before 

elections, demonstrating a limited capability for use during campaigns. 

3.3.3.2 Regression or Time Series 

Regression and time series studies were grouped together because most time 

series models are, or share characteristics with, regression models. This was the 

second-most identified approach, present in 18 of the 83 studies (22%). 

The main characteristic found in these studies is the use of traditional polls as 

additional input data, frequently used as ground truth for training predictive models. 

Moreover, in addition to Twitter data, studies also used data from Facebook, Google 
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Trends, Wikipedia and the candidates’ home pages. Thus, new variables, such as 

Facebook likes and comments on official profile posts, number of page views, and 

metrics from Google Trends were added to Twitter volume and sentiment, in order to 

generate new sets of metrics. These metrics were then combined with offline poll 

results to train regression or time series models, capable of making predictions based 

on new instances of input data. The most commonly used models (44% of studies) 

were linear regression models, such as least square, ridge, and lasso. Moving average 

models, such as simple moving average (SMA), auto-regressive moving average 

(ARMA), and auto-regressive integrated moving average (ARIMA) were the second 

most used (33% of studies). 

As advantages, these studies used machine learning and statistical methods for 

prediction. These methods are robust, well-grounded, and have been extensively 

tested in many other domains (SEBER; LEE, 2003; WEI, 2013). Also, by using 

traditional polls as ground truth for training, results are less affected by volume 

manipulation. Furthermore, the use of more SM platforms can reduce the inherent bias 

involved in using only Twitter as a data source, and focusing on official profiles reduces 

the bias regarding keyword selection. Lastly, this model seems to be more suitable for 

continuous predictions during the campaigns. 

In terms of challenges, it is possible to identify a number of biases, such as the 

arbitrary selection of data sources, collected data, and the period of collection. For 

example, a different window size on the moving averaging techniques may totally 

change the results. Also, models chosen for regression and time series are limited for 

this context: linear regression may be not suitable, due to a possible nonlinear 

relationship between SM variables; and the ARIMA model is univariate, and therefore 

does not allow the combination of multiple variables. As a consequence, many of the 

studies analyzed each metric individually and chose the one with the best results, an 

experimental procedure that should be considered with caution. 

3.3.3.3 Profile or Post Interactions 

The number of interactions on posts or on the official profile of candidates or parties 

was also considered by a number of studies (17%). Three types of studies used this 

approach: (i) those that considered Facebook likes on posts made by official profiles 

as an approval rate or voter intention, similar to how volume/sentiment approaches 
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use mentions on Twitter; (ii) those that used a similar approach considering likes and 

dislikes on the Taiwanese PTT Bulletin Board System; and (iii) those that used likes or 

retweets as additional metrics in volume or sentiment models. These studies basically 

considered new metrics for prediction, not imposing novelty on the prediction model. 

3.3.3.4 Topic or Event Detection 

Topic or event detection and analysis are also supportive methods for other 

previously mentioned approaches. The six studies that used this approach did so as 

support or as a replacement for sentiment detection. By using Latent Dirichlet 

Allocation (LDA)(BLEI; NG; JORDAN, 2003), studies attempted to find the most 

important subjects being talked about in an election, the alignment of these topics with 

candidates, and then the volume and sentiment of public posts for or against the 

candidates. These studies may be considered as specializations of volume/sentiment 

approach, sharing their other characteristics. 

3.3.3.5 Other Approaches 

Unique studies include approaches based on prediction market, cluster detection, 

centrality score, statistical physics of complex networks, and analysis of groups of 

supporters, solely or in combination with previously described approaches. 

3.3.4 Main Characteristics of Successful Studies 

Less than two-thirds of studies (52 studies – 63%) were considered successful 

studies, 28% (23 studies) were considered unsuccessful, and 10% (8 studies) were 

categorized as having no clear results. Given that this type of research encourages the 

reporting of positive results, the low success rate of 63% is somewhat alarming, and 

puts into doubt the purported feasibility of predicting elections based on SM data. 

Moreover, if we consider the methodological limitations of most studies as the lack of 

replication in more than one context and the lack of statistical analysis of the results, it 

is plausible to consider that success may be obtained merely by chance, as directly 

argued in some of the studies. Table 3.2 presents the correlation of the characteristics 

and success rates of the studies. 
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From the data, we highlight a notable difference regarding the electoral year: in 35 

studies regarding elections occurring between 2012 and 2015, there was a 77% 

success rate, in contrast to 47% of the 15 studies related to the years between 2008 

and 2011, and 55% of the 33 studies on the years between 2016 and 2019. These 

data illustrate that, contrary to expectations, the success rate of studies does not 

increase over time. Studies on Asia (73% of success) and Latin America (71%) 

performed better than studies on Europe (63%) and Anglo-America (54%), despite the 

prevalence of studies being performed on the U.S. Moreover, studies on developing 

economies achieved greater success (74%) than on developed economies (57%), 

challenging the conclusions presented by Koli (KOLI; AHMED; MANHAS, 2019), who 

argued that predictions yield better results in developed countries. 

Table 3.2 – Average Success Rate 

 

Source: self-provided. 
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In terms of the approach used, volume or sentiment proved not to be a good 

approach: only 55% of the 64 studies that used this approach obtained success, in 

contrast to 89% of the 19 studies that did not use volume or sentiment. Reinforcing this 

finding, success was obtained by 72% of the 18 studies that used regression or time 

series approaches, 83% (of 6 studies) that used topic analysis, and 83% (of 6 studies) 

that used other specific approaches. These data enable us to argue that, despite being 

the most commonly used approach, the volume and sentiment approach is probably 

not the best way to predict elections based on SM, and more research needs to be 

conducted on other approaches, in special regression and time series, and topic 

analysis approaches. 

In line with the previous conclusion, Twitter is not the best platform for data 

collection. While 60% of the 70 studies based on this SM platform were successful, 

77% (of 13) not using Twitter achieved success. Moreover, better results were 

achieved with other platforms: 80% of the studies based on Facebook were successful 

(against 59% that did not use Facebook data), as well as 85% of studies using other 

data sources. Additionally, using polls to train the models also appears to be a 

promising practice: 76% of the 17 studies using polls as a data source were successful, 

compared to the 59% success rate amongst studies that did not use polls. 

Regarding the number of data collection days, no significant differences were 

observed. Studies that collected data for less than 31 days, between 31 and 90 days, 

and for more than 90 days achieved success rates of 61%, 64% and 64% respectively. 

Finally, regarding the volume of microdata collected (e.g., number of tweets or 

Facebook posts), better results were obtained when a higher volume of data was 

collected, from the 47% success rate of the 43 studies that collected less than 500,000 

data points to the 73% success rate of the 26 studies that collected more than 500,000 

data points. 

3.4 DISCUSSION OF MAIN STRENGTHS, CHALLENGES AND FUTURE 

DIRECTION 

In this section, we aim to answer the final research question “RQ4. What are the 

main strengths and challenges of predicting elections with social media?” by 

summarizing and discussing the results presented in the previous sections. Thus, we 

present possible future directions for studies in this area. 
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3.4.1 Main Strengths of Predicting Elections with Social Media Data 

As the main strengths of the analyzed studies, we highlight: 

The use of new large amounts of available data: There is a large amount of 

data available on SM, including data on what people are saying about politicians or 

political parties, what politicians and parties are talking about, and the repercussion 

and reach of conversations. This data availability is unprecedented in human history 

and has changed the concept of media influencers. This change is from an era when 

the influence was mainly enjoyed by “big players” present on traditional media, mainly 

TV, to an era when ordinary people in small cities, with low or no budget, are able to 

exert a significant influence. 

Real time data availability, collection, and analysis: In addition to having such 

a large amount of available data, these data can be collected and processed in real 

time. This capability opens up new opportunities in political campaigns, as these data 

may support quick adjustments to campaigns, policies, or speeches, e.g., in real time 

during a debate. 

Low cost: Due to automated data collection and analysis, these approaches may 

be considered as low cost, relative to traditional offline polls, for which a coordinated 

operation with a large number of interviews is usually needed. 

Advances of artificial intelligence: These approaches are strongly based on 

artificial intelligence. Fortunately, the last decade has witnessed substantial 

development in this area, including models and algorithms, as well as available 

hardware for model training and prediction execution, such as GPUs, distributed 

systems, grid computing and cloud computing. Thus, computations that, a few years 

ago, took weeks to execute, may currently be executed within a few minutes. 

3.4.2 Main Challenges of Predicting Elections with Social Media Data 

As main challenges of the studies, we highlight: 

Lack of well-defined and replicable processes: Amongst the studies, it is 

difficult to find a definition of detailed, replicable processes, explaining and justifying 

the options and choices, in a manner that would yield replication in other scenarios by 

other researchers. Thus, as a consequence, despite certain efforts to replicate past 
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results with data from another or even the same election, the results achieved are 

usually quite different. 

Lack of generalization: Combining the lack of replicable processes with the fact 

that most studies were applied to only one electoral context, there is little evidence as 

to whether the proposed approaches are applicable in other electoral contexts or 

whether they are generalizable. Thus, there is little evidence to determine whether 

positive results were obtained merely by chance, by overfitting the model to that 

specific election, or because it was a feasible predictive model. Moreover, due to the 

focus of the majority of studies on U.S. elections and the specific characteristics of this 

electoral context, it is hard to envision the results of application in other contexts. For 

example, authors of (ANJARIA; GUDDETI, 2014) applied the same approach in U.S. 

and India, and obtained success in the former but not in the latter. 

Lack of prediction capabilities during the campaign: Almost all studies were 

performed after the election results were made public, and most studies were designed 

to perform only “one-shot” predictions, i.e., one prediction before elections, usually the 

day before. This design limits the applicability of approaches during campaign rallies, 

and there is little evidence that they are reliable for use during future campaigns. 

Indeed, most studies may be considered as posterior analyses of how the behavior on 

SN correlated to election results with descriptive goal, instead of how to perform 

predictions during electoral rallies. 

Social media platforms do not represent a good population sample: Social 

media platforms cannot be considered a good sample of the population and should not 

be used as the only input data capable of generating generalizable results. For 

example, a recent report (WE ARE SOCIAL; HOOTSUITE, 2020) demonstrates that 

only 51% of the world population uses SN, the majority of whom are young and male. 

Additionally, another report published in 2019 indicates that Twitter users in the U.S. 

are younger, likelier to be identified as Democrats, more highly educated, and have 

higher incomes than overall U.S. adults (PEW RESEARCH CENTER, 2019). These 

data do not reflect world or U.S. demographics. 

Twitter is most used but does not represent a good sample of SM platforms: 

The most used SM platform in most of the studies was Twitter (84%), and in many of 

them (75%), it was the only platform used as input. However, Twitter is not a good 

sample, even considering only SM users, due to its having very few active users (326 

million), in relation to other platforms, such as Facebook (2.6 billion) and Instagram 
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(1,1 billion), according to a 2020 report (WE ARE SOCIAL; HOOTSUITE, 2020). 

Despite these data, it is hard to find a discussion on why the studies focused on Twitter. 

After analyzing the API of these SM platforms (FACEBOOK INC., 2020; TWITTER 

INC., 2020), we hypothesized that Twitter was chosen because it is easier for 

researchers to collect data on this platform. For example, starting in August 2018, the 

approval process for gathering data from Facebook and Instagram consisted of 

developing and deploying a fully functional system, creating and publishing a privacy 

policy and terms of use, recording a video showing all the functionalities related to 

Facebook and Instagram data collection, creating test accounts allowing Facebook 

employees to test the system and, in many cases, submitting formal documentation of 

an institution responsible for the system. By contrast, in August 2019, the Twitter 

approval process only involved completing a form with information about the system. 

Collected data on Twitter do not represent a good sample of Twitter data: 

Twitter API may be used in two ways: streaming or query. By trying to gather large 

amounts of data, such as those used by Twitter-based approaches, developers may 

be limited in two ways: it returns a random sample of recent tweets published over the 

previous seven days; or the user is limited to 180 calls (which returns a maximum of 

100 results by call) for a window of 15 minutes, which is usually insufficient to gather 

all tweets related to candidates.  

Arbitrary data collection choices: In most studies, many of the choices involved 

in data collection were arbitrary, such as the data collection period, which usually 

varied from 3 days to 3 months before elections, and the keywords used for open 

search on volume/sentiment approaches. This created many problems, such as those 

presented by (GAYO-AVELLO, 2013), in which the performance was too unstable 

since it strongly depended on such parameterizations, and thus, unintentional data 

dredging could occur, due to post hoc analysis. This also reinforces the argument 

presented by Jungherr (JUNGHERR; JÜRGENS; SCHOEN, 2012) who, after 

replicating the seminal study of Tumasjan (TUMASJAN et al., 2010), stated that “the 

results are contingent on arbitrary choices of the authors,” and indicated that simply 

including one more party or day of collection would greatly change the results.  

High susceptibility to volume manipulation: Data volume manipulation on SM 

may be imposed in many ways, such as the use of automated software, known as 

BOTs (BESSI; FERRARA, 2016; FILER; FREDHEIM, 2017), spammers, paid 
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propaganda, astroturfing, or even natural differences between user behaviors 

(MUSTAFARAJ et al., 2011). 

Difficulties in crossing data from multiple networks: It is difficult, if not 

impossible, to implement the approach based on open search, used in Twitter-based 

studies, on other platforms, due to limitations of the API. For example, Facebook and 

Instagram do not allow an open search of general keywords. Similarly, even in studies 

considering high level metrics on regression or time series models, the models used 

are unsuitable for performing data analysis in an aggregated form. Thus, in these 

studies, each metric was analyzed and used for prediction in an independent manner, 

not allowing for the crossing of data from multiple networks and thereby limiting the 

effectiveness of results. 

Lack of use of state-of-the-art machine learning: In studies based on volume 

or sentiment, there is more focus on improving sentiment analysis, rather than on the 

prediction model. Nevertheless, most studies relied on simple lexicon-based methods 

or on well-established methods, such as Naïve Bayes and Support Vector Machines 

(SVM). However, as mentioned above, these studies achieved little success. In 

addition, even in studies based on regression and time series, only simple and 

traditional methods were applied, with a prevalence of linear regression based on least 

squares, ridge, or lasso algorithms, and SMA/ARMA/ARIMA models for time series. 

Linear regressions are meant to describe linear relationships between variables, which 

cannot be assumed in this context. Also, ARIMA is a univariate model, and hence 

cannot exploit the leading indicators, nor combine multiple features as previously 

mentioned. 

Recent advances have been made in machine learning models capable of dealing 

with these limitations, such as improvements in artificial neural networks, including 

recurrent neural networks or deep learning, although these have rarely been 

considered in current studies. 

Technical modeling weaknesses: Despite being recognized by some authors 

that electoral prediction may be considered a time series forecasting problem with a 

very short series, authors have yet to bring to the fore data preprocessing techniques 

and AI time series modeling for the SM environment. This involves a precise 

characterization of the problem, the underlying mathematics of its dynamics and the 

approximations needed in the data analyses and preprocessing. This review was not 

able to reach papers dealing with these topics. 
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Additionally, it is well known that the results of using AI techniques and models 

may be very affected by the chosen parameters. However, very few studies take this 

into account, and the vast majority even made no mention of which parameters were 

used. From the studies that mention this aspect, 3 reported the use of default 

parameters of used tools, namely Weka (HALL, M. et al., 2009) and Scikit-learn 

(PEDREGOSA et al., 2011) and 4 made it evident that parameters were chosen by 

“trial-and-error”. Only two papers presented discussions in this regard. This scenario 

presents a significant weakness in the area since failure may be related to parameter 

choice rather than the model itself. 

Performance evaluation and scientific rigor: Additionally, the quality 

assessment and analysis of studies presented important drawbacks that could affect 

the reliability of the results: a lack of statistical analysis of the results; a lack of 

meaningful comparison of results with related works; and a lack of discussion 

regarding biases and threats to validity contained in the studies. The lack of such 

analyses and comparisons, when added to other challenges such as a lack of 

replicable processes and generalization, casts doubt onto the actual prediction 

capabilities of approaches based on SM. 

The challenges presented above may be grouped into four categories, (a) process, 

(b) sampling, (c) modeling, and (d) performance evaluation and scientific rigor, as 

summarized and presented in Table 3.3. 

Table 3.3 – Summary of Main Challenges on this research area 

 

Source: self-provided. 
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3.4.3 Future Directions 

The results indicate that research in this area is still in its infancy. Next, a 

discussion about its future is presented. 

3.4.3.1 Future Directions in Process Definitions 

As the most important direction for the future, we consider that studies should 

cease to be merely ad hoc initiatives and aim to become generalizable and repeatable 

processes. Thus, it may be possible to apply new approaches and models in many 

different electoral contexts, such as different countries and years, by proposing and 

testing improvements and comparing results. For this, processes defined for data 

mining and knowledge discovery may be used as a basis, such as CRISP-DM 

(SHEARER, 2000), SEMMA (ROGALEWICZ; SIKA, 2016) or DMLC (ALNOUKARI; EL 

SHEIKH, 2012). For example, CRISP-DM presents six phases: (i) business 

understanding, (ii) data understanding, (iii) data preparation, (iv) modeling, (v) 

evaluation, and (vi) deployment. Based on these phases, new approaches may benefit 

from detailing steps, inputs and outputs, models, and algorithms to be used in each 

phase, to become repeatable and generalizable. 

Moreover, the process should also be adjusted to enable the use of approaches 

during campaign rallies, to increase their usefulness by opening new opportunities that 

support quick adjustment on campaigns, policies, or speeches in a continuous manner. 

3.4.3.2 Future Directions in Model Definitions and Sampling 

We agree with (KREISS; LAWRENCE; MCGREGOR, 2018), who stated that 

“researchers should refrain from automatically generalizing the results of single-

platform studies to social media as a whole,” and results show that studies covering 

multiple SM platforms are necessary to provide a better frame for the prediction 

scenario. The research must also have certain characteristics. First, by using many 

SM platforms as input, studies should consider the different behavior of politicians and 

users on each platform. For example, while one politician may engage better on 

Twitter, others may perform better on Instagram. In an extreme case, one candidate 

may perform better on one SM platform at the beginning of a campaign, but later this 
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behavior may change. Second, data collection should be systematic and uniform in all 

the involved SM platforms, to allow a combination of different SM data as input data, 

and to avoid the common bias of arbitrary choices made by researchers. Third, new 

models should be resistant to volume manipulation, such as that threatened by spam, 

paid propaganda, bots, or even the different behavior of the electorate on the Internet. 

As one possible direction, the use of state-of-the-art ML algorithms, for instance, 

based on ANNs may be a recommended approach, due to their characteristics: (i) 

ANNs can learn nonlinear mappings capturing complex relations amongst independent 

(input) and dependent (output) variables; (ii) ANNs do not need an explicit assumption 

for the model between the inputs and outputs; (iii) ANNs can generalize well; and (iv) 

ANNs do not require assumptions on the distribution of input data, unlike most 

statistical techniques. In particular, the multilayer perceptron (MLP) is likely to be useful 

in this research for having extra features such as being the most validated ANN, easy 

to use and a universal function approximator (HORNIK; STINCHCOMBE; WHITE, 

1989). Also, to avoid volume manipulation, the training of ML algorithms on traditional 

polls is already presenting promising results. 

Furthermore, the precise problem characterization, the underlying mathematics of 

the dynamics of the problem and the approximations needed in data analyses and 

preprocessing, which are already used in the fields of predictions and time series 

forecasting, should be addressed to leverage the quality of models. Finally, the proper 

addressing of precise parameter selection and tuning for models may also unlock a 

new level of reliability and robustness to the results.  

3.4.3.3 Future Directions in Evaluation 

To enable a better evaluation of the results of studies, future work could focus on 

establishing a common evaluation framework and common baselines. As discussed 

by (BEAUCHAMP, 2017), success must be measured statistically, not merely through 

description or mean average error, and must be relative to clear benchmarks, which 

may be previous election results, existing polls, or default assumptions, such as 

incumbency success. Thus, the application of statistical tests, such as Wilcoxon 

signed-rank tests, Wilcoxon–Mann–Whitney tests, Welch's t-test, or the paired t-test, 

to cite just a few, should be addressed. 
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Lastly, study reports should clearly discuss bias and threats to validity, together 

with the results. 

3.5 CONCLUDING REMARKS 

This chapter has presented a shortened version of our study, “A Systematic 

Review of Predicting Elections Based on Social Media Data: Research Challenges and 

Future Directions” (BRITO, K. dos S.; SILVA FILHO; ADEODATO, 2021). The study 

collected more than 500 articles, 90 of which focused on predicting elections based on 

SM data, and investigated and summarized how this new research field has evolved 

since 2008. Amongst these studies, 83 were primary studies aimed at predicting 

elections and seven were surveys or reviews of past studies. 

The results show that the number of publications in this area is increasing and 

research has spread across 28 countries from every continent. Nevertheless, there 

cannot yet be found any prominent researchers, research groups, or clusters 

performing sustainable research in the area. Moreover, no common well-known forum 

for publication on this subject was identified, and results are spread across many 

forums. 

 With regard to electoral contexts, most studies were performed in the context of 

a unique election, which may have impacted the validity of the results. Also, most 

studies were related to presidential elections on a national level, with few candidates. 

Furthermore, the most studied scenario was the U.S. presidential scenario, which may 

impact generalization, due to its specificity. 

Considering the main models used, we observed that most studies used the 

approach of volume/sentiment analysis only on Twitter, in a variety of data collection 

approaches. We also found that regression and time series analysis is increasing, with 

the use of multiple SM platforms, in addition to a number of supporting approaches, 

such as profile or post interactions and topic analysis. 

By combining the characteristics and success of studies we observed that, despite 

being the most commonly used approach, volume/sentiment does not present high 

success rates, which is consistent with the conclusions of previous surveys. Thus, 

approaches such as regression or time series, or those based on profile/posts 

interactions may be a better choice to investigate and to introduce improvements; even 

completely new approaches, such as that based on statistical physics of complex 
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networks, may be tested. Lastly, studies based on Twitter achieved significantly lower 

success rates than studies based on other SM platforms, such as Facebook. 

Surprisingly, no studies based on Instagram were found.  

Moreover, as main challenges, issues were identified in four areas. With regard to 

processes, we highlight the lack of well-defined, replicable and generalizable 

processes, as well as a lack of prediction capabilities during the campaign. In sampling, 

issues are mainly related to the fact that SM and Twitter data are not representative 

samples, and studies were performed with many arbitrary data collection choices. In 

modeling, we encountered difficulties in crossing data from multiple networks, the high 

susceptibility to volume manipulation, a lack of using state-of-the-art ML techniques 

and weaknesses in technical modeling. Considering the performance evaluation and 

scientific rigor of the studies, the lack of a statistical analysis of the results and of any 

meaningful comparison with related works are also main issues. 

Finally, the study presented the authors’ viewpoints on the future directions of 

predicting elections using SM data in three axes: process definitions, model definitions 

and sampling, and study evaluation. As the main directions, we would highlight the 

need for repeatable processes based on well-known methodologies, for example 

CRISP-DM or SEMMA; the use of state-of-the-art methods for regression based on 

machine learning that may combine data from multiple SM platforms, such as ANN; 

and the use of statistical tests for evaluating results, such as Wilcoxon signed-rank test 

or others. 

One significant difference from previous studies concerns methodology. Only 

(KALAMPOKIS; TAMBOURIS; TARABANIS, 2013) followed a systematic approach, 

based on a Google Scholar search. Also, our study is the most extensive and complete 

to be found in the literature. We analyzed 83 primary studies and seven surveys 

focused on predicting elections, whilst other similar studies presented a significantly 

lower number of analyzed papers—at most 69, even including papers that did not 

strictly focus on the electoral context. This study also covered a broader set of data. 

For example, none of the previous studies had performed a quality assessment or 

analyzed and summarized the electoral contexts. Moreover, no analysis was found 

that focused on discovering correlations between study characteristics and 

successfulness, as performed in this study. 

The results from this review contribute to the research field by providing the 

academic community, as well as practitioners, with a better understanding of the 
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research landscape and by identifying some of the gaps in the area that provide 

opportunities for future research. In addition to the future directions presented, this 

literature review may also, to a certain extent, be extended: a search extension may 

be performed to expand the search strategy and number of sources, thereby 

performing a broader study; a temporal update may be implemented without making 

modifications to the protocol, to expand the timeframe and compare results over time; 

and finally, both approaches may be combined. 
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4 PROBLEM DEFINITION AND METHODOLOGY 

“Prediction is central in science and in evaluating 

alternative generalizations or models.”  

(Arnold Zellner) 

The main problem of this thesis may be clearly stated: Whether it is possible to 

predict elections using data from social media, and how to make these predictions 

within an acceptable error margin and during the campaign. 

In the systematic literature review presented in Chapter 3, it was distinctly identified 

that this is an open problem that presents many challenges, and current research has 

achieved low success rates. Indeed, the same researchers applying the same 

approach in different contexts may achieve contradictory results (ANJARIA; GUDDETI, 

2014; GOTO; GOTO, 2019), and different researchers applying the same approach in 

the same context, may also achieve opposite results (JUNGHERR; JÜRGENS; 

SCHOEN, 2012; TUMASJAN et al., 2010). 

For future directions, the review highlighted the need for generalizable and 

repeatable processes, as well as new models, especially including more than one SM 

platform and using more sophisticated nonlinear approaches of machine learning. 

Furthermore, some approaches based on using traditional polls as labeled data appear 

with promising results. Thus, the main goal of the present study becomes apparent: 

 

 

4.1 RESEARCH QUESTIONS AND HYPOTHESES 

By considering the main goal of the thesis, the following research questions were 

defined. 

Main Goal: 

To define a process and create an ML model based on the 

SM performance of candidates, which is capable of making 

daily nowcasting and final predictions of election results with 

competitive results to traditional polls. 
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• RQ1: Is there a correlation between the SM performance of candidates and 

their electoral performance? 

This question aims to verify whether the SM and electoral performance are 

correlated, otherwise, it would not be possible to define a model for prediction. The 

main challenge for answering this question is how to model SM performance data in a 

meaningful and repeatable manner across elections. 

• RQ2: Is it possible to define a process and create an ML model capable of 

predicting election results based on the SM performance of candidates?  

This question aims to verify whether it is possible to predict the final results of an 

election within an acceptable error margin. The main challenge for answering this 

question is how to create a repeatable process and a model that is able to be trained 

with SM data and predict the election results within an acceptable error margin. 

• RQ3: Is it possible to define a process and create an ML model capable of 

performing daily nowcasting of election results based on the SM 

performance of candidates? 

This question aims to verify whether it is possible to nowcast the voting intentions 

of citizens in a continuous manner throughout the campaign within an acceptable error 

margin. For this question, the main challenge is how to adapt the model defined in 

response to RQ2 so as to be applied continuously throughout the campaign. Another 

challenge is how to define and measure an acceptable error margin, which is a 

challenge even in polling research. 

This thesis is based on the postpositivist stance, by considering that, to answer the 

research questions, it is more productive to refute theories than to prove them, and we 

increase our confidence in a theory each time we fail to refute it (EASTERBROOK et 

al., 2008). Thus, to answer the research questions, the following hypotheses were 

defined, followed by their respective null hypotheses, those that researchers aim to 

refute. 

For RQ1, we based our hypothesis on Zajonc's exposition theory (MURPHY; 

ZAJONC, 1993; ZAJONC, 1980,  2001,  1968). Thus, we hypothesize that a different 

viewpoint regarding modeling SM data, which focuses on the user interactions on the 

profiles of candidates instead of the mentions to candidates on user profiles, would be 

successful. This leads to H1 and H1’. 
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H1: It is possible to model the SM performance based on the interactions of users 

on the official profiles of candidates and find correlations between the SM and the 

electoral performances of candidates. 

H1’: It is not possible to model the SM performance based on the interactions of 

users on the official profiles of candidates and find correlations between the SM and 

the electoral performances of candidates. 

 

For RQ2, we hypothesize that it is possible to define a process and create an ML 

model for predicting the final results of elections. As input, the model will receive the 

SM performance data as features and traditional polls as labelled data, and produce 

the predictions as output, leading to H2 and H2’. 

H2: It is possible to define a process and create a model based on the SM 

performance of candidates, using an ML approach trained with traditional polls, 

which is capable of predicting election results with competitive results to traditional 

polls. 

H2’: It is not possible to define a process and create a model based on the SM 

performance of candidates, using an ML approach trained with traditional polls, 

which is capable of predicting election results with competitive results to traditional 

polls. 

 

For RQ3, we hypothesize that, as well as defining a process and creating a model 

to predict the final results of an election, it is also possible to nowcast public tendencies 

and perform accurate daily predictions, leading to H3 and H3’. 

H3: It is possible to define a process and create a model based on the SM 

performance of candidates, using an ML approach trained with traditional polls, 

which is capable of making daily predictions of election results with competitive 

results to traditional polls. 

H3’: It is not possible to define a process and create a model based on the SM 

performance of candidates, using an ML approach trained with traditional polls, 

which is capable of making daily predictions of election results with competitive 

results to traditional polls. 
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4.2 RESEARCH METHODOLOGY 

In order to reject the null hypotheses of H1’, H2’ and H3’ in favor of hypotheses H1, 

H2, and H3, which answers the research questions, the following methodology was 

defined. 

4.2.1 Rejecting H1’ 

The methodology for rejecting H1’ consists of four steps: 

S.1 – To define the concept of SM performance by defining and detailing the 

specific metrics related to performance; 

S.2 – To collect the performance metrics on SM platforms; 

S.3 – To collect the final vote share of candidates from the studied election; 

S.4 – To run Pearson correlation tests for correlations between the SM 

performance metrics and the electoral performance. 

It is important to highlight that this study has been performed after the elections. 

Therefore, the author must pay special attention to avoid unintentional bias related to 

arbitrary choices, as indicated in the analysis of previous studies. Thus, in order to 

avoid bias related to the arbitrary selection of the data collection period, correlation will 

be tested with data regarding many different collection periods before election day. 

The Pearson correlation coefficient was chosen because it is a well known metric 

for covariance measure. The coefficient (r) ranges from -1 to 1. A value of 1 implies 

that a linear equation perfectly describes the relationship between the two variables, 

with all data points lying on a line for which one variable increases as the other also 

increases. A value of -1 implies a perfect negative correlation. A value of 0 implies that 

there is no linear correlation between the variables. There are guidelines for the 

interpretation of r (GOODWIN; LEECH, 2006), although it is dependent on context: a 

correlation of 0.8 is usually considered a high correlation, especially in the social 

sciences. However, the same correlation may be low if a physical law is verified using 

high-quality instruments. Even though it is commonly accepted that an r >= 0.7 

indicates a high correlation, in this study we use the correlation coefficient rule of 

thumb, statistically justified in (KREHBIEL, 2004). In the text, considering r as the 

Pearson correlation coefficient and n the number of samples, three rules are 

presented: 
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• Rule of Thumb No. 1: If |𝑟𝑥𝑦| ≥ 2
√𝑛

⁄  , then a linear relationship exists. 

• Rule of Thumb No. 2: If |𝑟𝑥𝑦| ≥ 2
√𝑛 + 1

⁄  , then a linear relationship exists. 

• Rule of Thumb No. 3: If |𝑟𝑥𝑦| ≥ 2
√𝑛 + 2

⁄  , then a linear relationship exists. 

As it is recognized by (KREHBIEL, 2004) that rule No. 1 is slightly conservative, to 

reject H1’ we will consider the threshold of rule No. 3 as indicating a correlation, the 

threshold of rule No. 2 as indicating a high correlation, and the threshold of rule No. 1 

as indicating a very high correlation. 

Thus, to reject H1’, at least one defined metric must present a correlation with the 

electoral results. 

4.2.2 Rejecting H2’ 

The methodology for rejecting H2’ follows the methodology of rejecting H1’, and the 

following steps will be performed: 

S.5 – To define a framework composed of a process and ML modeling for election 

prediction; 

S.6 – To collect traditional poll data regarding the same elections. 

S.7 – To apply the framework on already collected data for prediction. 

S.8 – To compare predictions with the electoral results and results of traditional 

polls. 

As discussed in Chapter 3, most studies in this area do not compare results with 

strong baselines, and many merely claim that predictions are “close to” electoral 

results, that the prediction errors are low, or other such vague claims. However, to 

reject H2’, the error obtained with the defined approach needs to be measured with 

relevant metrics for the domain and compared with well-defined baselines. 

The main metric used on the polls domain is the mean absolute error (MAE), 

described in Chapter 2, which is based on the error of each prediction, and will be the 

main metric used for evaluation. Thus, the errors obtained by predictions must be 

compared with well-defined baselines. The first is the historical MAE threshold, and 

the second is the errors obtained by the polls used for training the model. 

In (JENNINGS; WLEZIEN, 2018), Jennings and Wlezien analyzed more than 

30,000 national polls from 351 general elections in 45 countries between 1942 and 
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2017 and found a MAE of 1.83 for legislative elections (standard deviation of 1.56) and 

a MAE of 2.70 for presidential elections (standard deviation of 2.13), with almost no 

variation over the years. Thus, errors below the historical MAE or within 1 standard 

deviation (equivalent to 68% of historical values) will be considered in line with 

historical data. 

In addition, the errors will be compared with those obtained by the last prediction 

of traditional polls individually, and with the final poll average. 

Lastly, despite being rarely found in related studies, the predictions obtained with 

the proposed approach will be statistically tested in two manners. First, the predictions 

will be statistically tested with the electoral results to verify whether predictions are in 

accordance with the results. Next, the errors will be statistically tested with the errors 

obtained by polls, in order to verify whether the prediction errors are statistically 

equivalent, higher or lower, than the poll errors. For statistical tests, this is a scenario 

of matched samples: two continuous measures will be compared for the same sample, 

the vote share of each candidate or the measured error for each candidate. Within this 

scenario, a paired test is the most suitable, and two tests are natural candidates: the 

Wilcoxon signed rank test (WILCOXON, 1945) and the paired Student's t-test 

(STUDENT, 1908). The main difference between them is that the t-test is a parametric 

test, requiring that the sample means are normally distributed, which is not expected 

in our scenario with very few samples (number of candidates), and the nature of data. 

Thus, the Wilcoxon signed rank test will be used for statistical tests. 

Although we could argue that each of these metrics may be sufficient to reject H2’, 

we will focus on the errors. Thus, to reject H2’, the statistical test of measurement errors 

must demonstrate that they are equivalent to or lower than the poll errors. 

4.2.3 Rejecting H3’ 

The methodology for rejecting H3’ follows the methodology for rejecting H2’. Thus, 

after defining and testing a process and model for election prediction as one-shot 

prediction, the process and model will be adjusted for continuous prediction, according 

to the following steps: 

S.9 – To adjust the defined process and ML modeling for daily nowcasting. 

S.10 – To apply the framework on already collected data for prediction. 

S.11 – To compare prediction results with the results of traditional polls. 
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To reject H3’, the error metrics will be similar to the error metrics used for rejecting 

H2’. However, due to the characteristic of this context, it is difficult to obtain a 

conclusive, statistically demonstrated result. In order to reject H2’, we will compare our 

prediction with the final poll predictions, close to election day. However, to reject H3’, 

we do not have the “ground truth”, but only an imprecise measure of it, the poll data.  

This measure, and comparing the prediction accuracy during the campaign, are 

specific challenges, even for the field of poll research. There was no precise approach 

for this in any of the 83 studies papers, nor in studies focusing on election polling errors, 

such as (JENNINGS; WLEZIEN, 2018). Normally, only the polls close to election day 

are considered. 

The main reason for this is that voters may simply change their minds on who to 

vote for or may only decide on their vote close to election day. Due to several factors, 

until the election there may be a high increase or decrease in a given vote share polled 

or predicted with 100% of accuracy on an arbitrary day before the election. Thus, the 

difference between the final vote share and the polled/predicted data may be high. 

Therefore, it would be never known if the polled/predicted data was accurate or not. 

One possible way to compare the accuracy of different pollsters is to measure the 

errors of each prediction related to the final election results, in a similar manner 

to rejecting H2’. The problem with this approach is that it rewards regularity and 

stability. The results will be consistent if the voting intentions for candidates remain 

stable during the whole campaign, but otherwise will present a strong bias. But this is 

not always the actual scenario. For example, in the 2018 Brazilian presidential 

campaign, the second most voted candidate (Haddad) was said to have 1.00% of 

voting intentions in January, but in October, received 20.75% of the vote. This 

difference is plausible since in January he was not even considered as being a possible 

candidate. However, if we measure the errors of each prediction related to the final 

election results, accurate predictions would be indicated as inaccurate. 

Another approach may be to compare predicted values with poll values over 

the entire period. This approach may be useful to measure whether the predictions 

are similar to the polls, and would indicate that the predictions are good poll predictors. 

But this approach also presents certain drawbacks. There is a high variation of 

methodology and results amongst the pollsters, and some of them may be biased. The 

use of poll aggregation considers that pollster bias may compensate and cancel one 

another. Thus, averaging the errors of comparing predictions and polls using traditional 
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metrics, such as MAE, may be a suitable approach. However, to statistically test 

whether predictions and polls are similar would lead to wrong conclusions. 

As a simple practical example of this challenge, let us consider that poll results 

during the campaign are biased in one direction and predicted results are biased in the 

other direction. If the last polls and predictions are the same and equally accurate, it is 

hard (or maybe impossible) to define statistically which one made better predictions 

during the campaign. Thus, we consider that it will not be possible to demonstrate 

statistically that our results would be similar or better than poll results.  

It may be argued that it is possible to use approaches for polling aggregation, as 

presented in Chapter 2 (BLUMENTHAL, 2014; HILLYGUS, 2011; JACKMAN, 2005). 

One option would be to create moving averages: to average the results of polls 

performed on N days before the prediction, and compare the prediction with this value. 

However, this approach also presents drawbacks, because polls are not performed at 

equal intervals: as the election date approaches, the frequency of polls increases. The 

aim of this thesis however is not to investigate the best way to aggregate polls. Thus, 

a simpler approach will be used.  

In this context, to reject H3’, the approach of comparing predicted results, polls, 

and the final vote share seems to be the most plausible option, although statistical 

tests on results may lead to wrong conclusions. Thus, we will perform two analyses. 

The first is a descriptive, qualitative analysis of the two most voted candidates 

regarding polls, predictions, and the final vote share. The second considers the 

measurement of prediction errors by considering polls as imprecise ground truth. 

Hence, competitive predictions will be considered as those that, compared with polls, 

present errors below the historical MAE of 2.7 percentual points, within 3.00 deviation, 

i.e., the error margin considered for most polls. 

4.3 CONCLUDING REMARKS 

In this Chapter, we have defined the main goal of this thesis, as well as the 

research questions, the null hypotheses, and the alternative hypotheses, the ones in 

favor of which the null hypotheses are rejected. We also defined the methodology for 

rejecting each null hypothesis and answering the research questions. We have 

discussed and detailed the metrics that will be used. 
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The following Chapter presents the basis and details of the three proposals created 

for rejecting the null hypotheses.  
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5 PROPOSALS 

“So the problem is not so much to see what 

nobody has yet seen, as to think what nobody has 

yet thought concerning that which everybody 

sees.” (Arthur Schopenhauer, 1851) 

This Chapter presents the basis and the details for the three proposals created to 

reject the null hypothesis, namely the following steps described in the methodology: 

S.1 – To define the concept of SM performance by choosing and detailing the 

specific metrics related to performance; 

S.5 – To define a framework composed of a process and ML modeling for election 

prediction; 

S.9 – To adjust the defined process and ML modeling for continuous election 

prediction; 

To define these proposals, we first analyze the specific domain challenges of the 

SM scenario and of the political scenario for ML modeling, presented in Section 5.1. 

Section 5.2 then presents the set of metrics defined for measuring SM performance. 

Section 5.3 presents the SoMEN, a Social Media framework for Election Nowcasting, 

composed of a process and model for predicting election results. Section 5.4 presents 

the SoMEN-DC, a Social Media framework for Election Nowcasting During the 

Campaign, which is an execution strategy of SoMEN, enabling continuous prediction 

during campaigns. Lastly, Section 5.5 presents the concluding remarks. 

5.1 DOMAIN CHALLENGES 

In the scope of this thesis, there are two types of challenges that must be 

addressed: the social media challenges and the political scenario challenges for 

machine learning. 
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5.1.1 Social Media Challenges 

The SM scenario presents certain strengths for the process of predicting election 

results. There is a large amount of available data, which may be collected and analyzed 

in realtime, at a low cost, when compared to traditional polling, as presented in Chapter 

2. However, there are also a number of challenges, many of which were presented in 

Chapter 3, and summarized here. 

The traditional approach is based on counting the volume of user comments 

related to a candidate, enhanced by the sentiment analysis of these posts, and directly 

correlating the percentage with the vote share, usually in a one (positive) post one vote 

correlation. This use is very similar to the straw polls of millions of people largely 

adopted before “the crisis of 1936” and with the worst results until then, based on a 

huge randomly selected sample and providing one complete report accumulated over 

a period. This may explain the low success rate of studies based on this approach. 

Additional challenges are that SM does not represent a good population sample and 

should not be used directly in this sense. Likewise, by considering the limits of data 

collection on official APIs, it is practically impossible to perform an open search and 

obtain all the user comments related to a candidate. Even if it were possible, after the 

Cambridge Analytica scandal (BERGHEL, 2018; ISAAK; HANNA, 2018), it became 

evident that performing user profiling, i.e., inferring the voting intentions of individuals 

on SM based on their posts and comments, is undesirable due to questions of privacy. 

Also, volumetric approaches are highly susceptible to volume manipulation, which may 

be imposed in several ways, such as the use of BOTs, spammers, paid propaganda, 

astroturfing, or even natural differences between user behaviors. 

Lastly, the rapidly changing SM landscape must also be considered. A given SM 

platform may be more prominent one year than in another, or even in the same year, 

and one platform may be relevant for one candidate but not for another. 

5.1.2 Political Scenario Challenges 

The political scenario, and electoral context, vary widely between countries. The 

most studied election context, the U.S. presidential elections, presents a specific 

scenario with specific characteristics, such as the indirect relation between vote share 

and election results, the existence of only two main political parties (Republicans and 
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Democrats), and the concept of safe states (those in which the victory of a particular 

party is already expected) and swing states (those that can reasonably be won by 

either the Democratic or Republican presidential candidate). Such characteristics 

make these elections very specific, and results on approaches designed for these 

elections may be hard to replicate in other scenarios. For example, in most Latin 

American countries, the presidential election races are run by many candidates from 

many parties, sometimes more than 10. The vote is direct, the concepts of safe or 

swing states do not exist, there are many parties, and even a small party may 

sometimes elect a president, as in the 2018 Brazilian presidential elections. However, 

the scarcity of studies related to Latin America suggests that very few claims can be 

generalized about this region. 

Moreover, since presidential elections usually take place every four or five years, 

there are few available historical data. The scenario becomes even more challenging 

in the case of Latin America, where there is little party loyalty, changes of scenario 

between elections often occur due to scandals related to corruption, and the list of 

candidates may change even during the campaign. Thus, it is hard to obtain consistent 

historical data to train ML algorithms for election predictions. 

Indeed, there is almost no available data for ML training: historical data are scarce, 

and there is only one actual labeled data, the final vote share, which is the aim of 

prediction. To address this main challenge, one direction is to use traditional polls as 

labeled data to train the models. However, the use of polls adds a new set of 

challenges. The polls themselves present a variety of errors, and their results are often 

challenged, as reported in Chapter 2. Also, there are many differences regarding 

pollsters, their methodology, presentation method, and results, which makes it 

challenging to group their results as a unique set of labeled data. Also, there are no 

evenly spaced time intervals between the polls, which usually decreases as election 

day approaches, imposing constraints on using traditional time-series approaches.  

Lastly, predicting election results may be considered an activity of nowcasting, an 

estimation of the present or very near future, rather than a prediction or forecasting, 

since many electors only decide on their vote during the last few days before an 

election, or even on the very day of the election. As an example, two polls (INSTITUTO 

NACIONAL ELECTORAL, 2020) conducted one week before the 2018 Mexican 

Presidential elections presented the rates of 15% and 17% for "not answered," which 

includes the responses of "Don’t know" and "None of the candidates" for vote intention. 
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If just a small fraction of those people decide their vote for one candidate during the 

last week, it may drastically change the election results. 

By considering these challenges, as well as the challenges and future directions 

of research in this area, observed in the systematic review in Chapter 3, we present 

the following proposals. 

5.2 ENGAGEMENT METRICS FOR MEASURING SOCIAL MEDIA 

PERFORMANCE  

As presented in Chapter 3, most studies measured performance on SM as the 

volume of posts (sometimes considering sentiment) from ordinary people talking about 

a candidate (usually on Twitter). Such studies are based on the seminal paper by 

Tumasjan (TUMASJAN et al., 2010), who claimed that “the mere number of tweets 

mentioning a political party can be considered a plausible reflection of the vote share 

and its predictive power even comes close to traditional election polls.” However, as 

previously discussed, this approach presents several drawbacks. This thesis presents 

an alternative. 

In 1968 (ZAJONC, 1968) and beyond (MURPHY; ZAJONC, 1993; ZAJONC, 1980,  

2001), Zajonc's studies on human psychology hypothesized that “mere repeated 

exposure of the individual to a stimulus object enhances his attitude toward it.” This 

effect, also termed the familiarity principle, has been demonstrated in many different 

contexts, such as paintings, sounds, geometric figures, and affective reactions. In 

agreement with this theory, Swap (SWAP, 1977) indicated that “overall, more 

frequently viewed others were preferred to those less frequently seen.” In other words, 

people tend to have better attitudes towards others whom they are used to seeing. 

Applying these theories in the electoral context, in 1986, Oppenheimer 

(OPPENHEIMER; STIMSON; WATERMAN, 1986) reported a correlation between the 

exposure of politicians and electoral performance, and Mondak (MONDAK, 1995) 

observed that “media exposure fuels political discussion.” 

Unlike most common hypotheses, we have based our performance measurement 

on Zajonc’s mere-exposure theory by analyzing the number of people who pay 

attention to a candidate by interacting with their content and propagating their 

presence, within the context of SM. For this, we considered the official profiles of 

candidates on newsfeed platforms, such as Facebook, Twitter, and Instagram. Thus, 
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we initially considered two sets of engagement metrics: The first is the number and 

variation of the candidates’ followers in each social network, and the second is the 

number of interactions on the candidates’ posts. 

The number of the candidates’ followers in each social network is a direct measure 

of how many people subscribed to receive content directly from the candidates. It is 

expected that more subscribers lead to more people receiving content and paying 

attention to a candidate. However, this metric may fail to express how many people 

are paying attention to a candidate since not all the content of all accounts followed by 

someone is shown to them: SM algorithms prioritize showing user content which is 

more engaged with and more aligned to user preferences (LARS BACKSTROM; THE 

FACEBOOK, 2013). 

The number of interactions on the candidates’ posts consists essentially of the 

likes, comments, and shares on each post. These actions indicate that the user has 

seen and paid attention to the content and actively acted. One like may be considered 

a quick, easy endorsement of the content; a comment demands more cognitive effort 

and may be positive or negative; and a share replicates the content to the user’s own 

network, thereby actively helping to propagate it. In the case of Facebook, a like has 

subtypes, such as “Like”, “Love”, “Haha”, “Wow”, “Sad” and “Angry”. However, in 

practice there are no distinctions among these interactions, that may be considered as 

just one. This is because even negative reactions, such as “Sad” and “Angry”, are 

usually negative regarding the content of the post, for example the reporting of a sad 

situation, and not a disagreement with whoever posted it. 

Indeed, all these actions, not only sharing, help to propagate a candidate’s 

presence online. As social network algorithms prioritize showing the content of users 

with more engagement (LARS BACKSTROM; THE FACEBOOK, 2013), this creates a 

snowball effect. As more people interact with a post, so it is shown to more people, 

leading to more people interacting with it. The end result of the exposure theory is that 

more engagement and more exposure may be correlated with a better attitude toward 

a candidate and more votes. 

This approach was initially presented in (BRITO, K. et al., 2019) and an extended 

version is presented in the study entitled “Correlations of Social Media Performance 

and Electoral Results in Brazilian Presidential Elections”, accepted for publication in 

the Information Polity journal. 
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The approach was first tested with data regarding the 2018 Brazilian presidential 

elections, and results have shown strong correlations between the number of 

interactions on the candidates’ posts and the electoral performance. On the other 

hand, since the number and variation of followers may fail to express the volume of 

people paying attention to a candidate, and did not present clear correlations on our 

previous studies, it was not considered in this thesis. 

As a result, regardless of the social network under analysis, we have considered 

the metrics related to the number of likes, comments, and shares (or similar terms, 

such as retweets on Twitter as a synonym for shares) received by the official posts of 

candidates. We have considered the absolute numbers in a period and the relative 

numbers per post. 

Let pc(d) denote the number of posts made by a candidate c on an arbitrary SM 

platform (such as Facebook) on day d, and l(pc(d)) denote the total number of likes 

received by the posts made by the candidate c on day d. Similarly, let s(pc(d)) denote 

the total number of shares received by the posts of the candidate, and cm(pc(d)) the 

total number of comments received by the posts of the candidate c on day d. Thus, 

given a time window from d = i to d = f, we consider the following metrics: 

The number of posts P made by the candidate c on the SM platform within the time 

window: 

𝑃 = ∑ 𝑝𝑐(𝑑)
𝑑=𝑓

𝑑=𝑖
 

(Eq. 5.1) 

 

The number of likes L received by the posts of the candidate c on the SM platform 

within the time window: 

𝐿 =  ∑ 𝑙(𝑝𝑐(𝑑))
𝑑=𝑓

𝑑=𝑖
 

(Eq. 5.2) 

 

The number of shares S received by the posts of the candidate c on the SM 

platform within the time window: 

𝑆 =  ∑ 𝑠(𝑝𝑐(𝑑))
𝑑=𝑓

𝑑=𝑖
 

(Eq. 5.3) 
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The number of comments CM received by the posts of the candidate c on the SM 

platform within the time window: 

𝐶𝑀 = ∑ 𝑐𝑚(𝑝𝑐(𝑑))
𝑑=𝑓

𝑑=𝑖
 

(Eq. 5.4) 

The average number of likes per post (LP), shares per post (SP) and comments 

per post (CMP) received by the posts of the candidate c on the SM platform within the 

time window: 

𝐿𝑃 =  𝐿 𝑃⁄  

(Eq. 5.5) 

𝑆𝑃 =  𝑆 𝑃⁄  

(Eq. 5.6) 

𝐶𝑀𝑃 = 𝐶𝑀
𝑃⁄  

(Eq. 5.7) 

These metrics are generic and well suited for most newsfeed-based SM platforms. 

In the specific case of this study, we consider Facebook, Twitter, and Instagram as SM 

platforms, as justified in Chapter 6, and present the specific metrics in Table 5.1. 

However, if other relevant platforms are created or identified as being relevant in other 

election scenarios, their metrics may also be added by following the same rationale of 

interactions, even if they present slight differences. For example, in the case of 

YouTube, the number of visualizations, likes and comments on the videos posted by 

the candidates should be considered. 

This new set of metrics deals with many challenges identified in studies in this 

scenario, because it is based on gathering data from many platforms in a well-defined, 

repeatable and generalizable way. 

Furthermore, the presented set of metrics collects much less data, thousands of 

posts from less than a dozen of candidates, instead of millions of posts from the entire 

population talking about the candidates, which are collected by the mainstream 

approaches. This characteristic has become more important due to the increased 

limitations on data gathering on SM platforms. At the time of writing this thesis, the 

most popular platforms (Facebook, Twitter, and Instagram) allow around 3,500 of the 

most recent posts of individual accounts to be collected if the developer knows exactly 

from which accounts to gather data, as opposed to a sampling of all posts obtained by 
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open search on the platforms. Lastly, the unique arbitrary choice for data collection 

using this set of metrics is the time window of collection, and the challenge of choosing 

specific keywords for open search is dismissed. 

Table 5.1 – Description of the metrics related to Facebook, Twitter and Instagram 

 

Source: self-provided. 

5.3 SOMEN: A SOCIAL MEDIA FRAMEWORK FOR ELECTION NOWCASTING 

Predicting elections with SM data presents many differences and additional 

challenges when compared to the usual ML problems and solutions. As presented in 

section 5.1, the problem definition is not crystal clear from input data space to target 

definition, and varies according to electoral context. Also, candidates and parties may 

vary from one election to another, and almost no historical assumptions may be made. 

One direction is to use traditional polls as labeled data to train the models, but this also 

imposes new challenges. Lastly, SM challenges such as the non-representativity of 

the population on the SM platforms, the susceptibility of volume manipulation, and the 

rapidly changing SM landscape must also be considered. 

Hence, within this context, this proposal sets out to predict the final vote share of 

candidates in elections, which is a regression problem. The training and prediction will 

be based on the SM performance data as features. Polling data will be used as 

imprecise labeled data for supervised training during a time prior to elections. Thus, 
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the prediction will attempt to closely match the election vote share, which has only one 

sample. 

Next, we present the defined process and the ML model. 

5.3.1 The SoMEN Process 

The SoMEN process is based on CRISP-DM (SHEARER, 2000), one of the best-

known processes for data mining, in a way so that it is generic and may be adapted 

for presidential elections worldwide. The process contains five phases: (i) election 

understanding, (ii) data collection and understanding, (iii) data preparation, (iv) 

modeling and execution, and (v) evaluation. Due to the nature of the research, the 

deployment phase of CRISP-DM is not addressed in this thesis. All the other phases 

are presented below, and illustrated in Figure 5.1. This process was preliminarily 

presented in a recent paper (BRITO, K. dos S.; ADEODATO, 2020) and applied to the 

U.S. and Brazilian elections held in 2016 and 2018, respectively. 

 

Figure 5.1 – SoMEN Process 

 

Source: self-provided. 

5.3.1.1 Election Understanding 

The first phase is to understand the election scenario, which involves the election 

timeline, the candidates, SM platforms, pollsters, and polls. 

Two main dates are visible on the election timeline: the official beginning of the 

campaign and election day. Therefore, data collection should at least consider the 

beginning of the campaign. Moreover, with this new SM scenario, politicians are 

usually in a permanent campaign, with neither geographic nor time constraints, and 

may begin mobilizing their voters long before the election period. Thus, it is important 

to define a reasonable date for initiating data collection even before the campaign. It is 

crucial that this decision is taken in advance because some SM platforms may limit the 

gathering of past data. We therefore suggest a date between 6 and 10 months before 
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elections, because this is normally when the list of official candidates starts to take 

form, and the initial polls start being published. 

The list of probable candidates must be created at the beginning of data collection, 

and pruned until the election day. This is important because, in many cases, the 

candidates may change even during the official campaign, which in fact occurred 

during the last presidential elections in 2018 in Brazil and Mexico. The list of candidates 

should also be pruned because candidates with low voting intentions may bias the 

predictions in two ways. First, polls usually group minor candidates in the “other” 

category, which does not allow models to be trained with their data. Second, prediction 

errors may lead to misinterpreting the results, since an error of 0.5 percentage points 

regarding a candidate with 30% of votes is small, but the same error regarding a 

candidate with 0.1 percentage points is remarkably high. Thus, we suggest that 

candidates should only be considered if they consistently present at least 1% of the 

vote intentions in the polls. 

It is also necessary to identify the main SM platforms used in the country where 

the election will be held, and to find the profiles of the candidates on each platform, 

preferentially verified accounts. 

Lastly, a decision must be taken on which pollsters and polls to use in the training 

set. Some countries, such as the U.S., have a high number of publicly available polls 

and daily weighted averages created by news companies, such as those created by 

the Huffington Post (THE HUFFINGTON POST, 2016), New York Times (THE NEW 

YORK TIMES, 2016), and Real Clear Politics (REAL CLEAR POLITICS, 2016). 

Nevertheless, access to polls is a barrier in many countries. In Brazil, few polls are 

made publicly available, and in Mexico, data must be manually gathered from the 

national repository. Some strategies for pollster selection may be adopted, such as 

selecting the pollsters with the highest reputation and/or with the best results on 

previous elections. Results of poll aggregation sites may also be used. This decision 

must be taken carefully since it may directly affect the results since “garbage in, 

garbage out.” 

To summarize this phase, the following steps must be performed: 

1 – Discover the election timeline and decide on the window of data collection; 

2 – Identify and prune the list of candidates; 

3 – Identify the most relevant SM platforms used by candidates and their profiles 

on these platforms; 
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4 – Find and prune the list of pollsters to use as data input. 

5.3.1.2 Data Collection and Understanding 

The second phase involves collecting the two sets of data: SM data and poll data. 

Collecting SM data is a challenging task for social and for machine learning 

researchers because it is difficult to find public datasets with this data. In order to gather 

data from SM platforms, complete information systems must be developed or acquired, 

and pass through the platform’s verification process, as occurs with Facebook and 

Instagram and discussed in Chapter 2. After this, the candidates’ posts, including the 

related metrics defined in the previous section, must be gathered on a daily basis. 

Collecting poll data is also a challenge. The collection may be diverse and depends 

on manual collection from the websites of the electoral court, as in Mexico and 

Colombia, directly on the pollster websites, or even from document repositories such 

as Scribd (scribd.com), as in Argentina. 

 After data collection, the data understanding step should be performed. With 

regard to SM data, it is necessary to understand how candidates are using the SM 

platforms so as to identify which platforms are the most used and most relevant, and 

which should be considered in the prediction model. It is also important to verify data 

distribution and whether it is suitable for use in the chosen model. An understanding is 

required of poll data in order to prune the data and select which polls should be used. 

To summarize this phase, the following steps must be performed: 

1 – Obtain access to a software platform capable of gathering data from SM 

platforms; 

2 – Collect data from the candidates’ official profiles; 

3 – Find and collect data regarding polls; 

4 – Analyze data to identify the relevant platforms, and the suitability of data for 

the model. 

5.3.1.3 Data Preparation 

This phase aims to prepare the collected data to be used in the prediction model.  

Because SM data used in this approach is public data collected from the official 

profiles of politicians, it should be collected using official application programming 
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interfaces (APIs). As a result, the data are complete and data cleaning is not 

necessary. However, the initial dataset should be enhanced and completely 

transformed to be used in the proposed ML approach. 

Data are modeled so that the result r of a poll (or election results) at a specific date 

d is a function of the SM performance observed in the candidate’s profiles in an 

aggregate window of w days prior d. In the specific case of this study, considering 

Facebook, Twitter, and Instagram as SM platforms, it is modeled as presented in Eq. 

5.8. 

𝑟 =  𝑓(𝐹, 𝑇, 𝐼)𝑑−𝑤… 𝑑−1 

(Eq. 5.8) 

For the SM performance, we use the 17 features defined in Section 5.2 and 

described in Table 5.1. As an example, for a poll published on January 30 and 

considering a window of 28 days, input data are the individualized sum of all the posts, 

likes, comments, and shares/retweets from Facebook, Twitter, and Instagram from 

January 2 to January 29, and the ratio “per post” per platform for all of them. 

The definition of the window size, i.e., the number of collection days before the 

target data, is central to data preparation and, most often, taken arbitrarily, as 

discussed in Chapter 3. However, in previous studies no correlations were found 

between the window size and success of predictions. Thus, two strategies may be 

adopted, both based on generating many datasets with different window sizes. The 

first, is to train/test the datasets with previously collected data (poll data) and use the 

dataset with the lowest errors on predicting polls. The second consists of creating a 

committee machine through an ensemble of estimators, each using one different 

dataset related to a different window, and averaging the result. The second approach 

may be promising, considering that the electorate’s behavior is not uniform: some 

people may be used to accessing the SM platforms every day and interacting with the 

content of candidates on a daily basis, while others may access the platforms at 

different intervals. Thus, the use off an ensemble of estimators may be better for 

capturing different user behavior and avoiding the bias of selecting an arbitrary window 

size. 

The small number of available polls in many elections leads to a small number of 

data samples for training and may lead to the well-recognized problems of high 

dimensionality (TRUNK, 1979) and violation of the VC-dimension (VAPNIK; LEVIN; 

CUN, 1994). Thus, it is desirable to use feature selection or dimensionality reduction 
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techniques, such as principal component analysis (PCA). In this context, the PCA is 

well suited because it eliminates the collinearity amongst features, which is likely in 

this scenario, while allowing dimensionality reduction. 

To summarize this phase, the following steps must be performed: 

1 – Define the observable window(s) to be used as input; 

2 – Process data in order to generate the SM performance features; 

3 – Generate the datasets by combining SM features and polls data; 

4 – Perform feature selection/dimensionality reduction to generate the final 

datasets. 

5.3.1.4 Modeling 

This phase aims to choose an appropriate ML model and design an appropriate 

architecture for the predictions. 

The candidate vote share prediction problem is characterized as a regression 

problem, because many continuous values are predicted, the vote shares. There are 

many regression methods, each with their own characteristics, strengths and 

weakness. Moreover, each method presents its own specific adjustable parameters, 

which may directly affect the results.  

In order to choose an appropriate method, the small sample size of this domain, 

based on the number of available public polls, must be considered. The method should 

also be generalizable and should not depend on assumptions regarding the distribution 

of input data. Moreover, due to the low success of linear methods, as observed in the 

literature review on Chapter 3 and previously found in our own studies based on 

Brazilian data (BRITO, K. et al., 2019)(BRITO, K. dos S.; ADEODATO, 2020), the 

model must be capable of drawing nonlinear mappings. 

One challenge of the ML methods involves tuning its parameters. Hence, it is 

desirable to choose parameters by selecting similar problems in the literature or using 

techniques for automatically selecting parameters, such as grid or random parameter 

searches. The grid search for parameters is preferred since it may tune the parameter 

selection. First, the dataset is split into three sets: training, validation and test. It is then 

trained with the data on the training set and tested on the validation set, and the model 

with the lowest errors is selected. Finally, it is tested with the test set. The main 

disadvantage of this approach is the computational power needed to perform all the 



100 

calculations of all the parameter combinations. One way to reduce the computational 

power needed to find the best parameters is to use a randomized search, which 

randomly chooses some parameters from the grid search. It has been demonstrated 

that this approach may provide similar results to grid search, demanding less 

computational power (BERGSTRA; BENGIO, 2012). 

Thus, this phase presents following steps: 

1 – Choose an appropriate method and define an appropriate design; 

2 – Choose the parameter selection strategy. 

Section 5.3.2 discusses and suggests an appropriate ML model and architectural 

design for this problem. 

5.3.1.5 Evaluation 

Prediction evaluation is a challenge for the polling industry, as reported in the 

previous chapters. Evaluation must measure the difference between the predicted 

results and the candidate’s final vote share. It must compare the errors obtained by 

predictions with the errors obtained by polls. Results must be measured with relevant 

metrics for the domain and compared with well-defined baselines. 

A discussion regarding suitable evaluation metrics was presented in Chapter 4, 

Section 4.2.2. The same metrics and procedures used for rejecting H2’, are used for 

evaluating the results, with just a few additions.  

The most commonly used metric for the polls domain is the mean absolute error 

(MAE), which is based on each prediction error, and is the main metric used for 

evaluation. However, other support metrics may also be used, such as the mean 

absolute percentage error (MAPE), which measures the percentage error, and the root 

mean squared error (RMSE). We consider the MAPE as being relevant because, for 

example, an error of 3 points in a vote share is much more relevant for a candidate 

with 2% of votes than for a candidate with 50% of votes, and this relevance is not 

captured by MAE. Moreover, the RMSE may also expose outliers. In addition, another 

metric used in the polls industry should also be used, the absolute error on margin 

(called AEOM in this thesis), which is the absolute value of the difference between the 

margin separating the two leading candidates in the prediction and in the actual vote 

share. This metric is relevant because it shows the error on the lead of the first 

candidate. Thus, while the main comparison metric is MAE, these other metrics should 
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be used in order to give more significance to the results, which may thus be observed 

from different viewpoints, and also in order to evaluate whether they are coherent in 

suggesting similar conclusions. 

Thus, the following evaluation steps must be followed: 

1 – Collect prediction and polls errors metrics related to the final vote share: MAE, 

MAPE, RMSE, and AEOM; 

2 – Compare the MAE of prediction errors with the historical threshold of 2.7 (std. 

dev. = 2.13); 

3 – Compare the MAE of predictions with the MAE of the last polls and poll 

average; 

4 – Perform statistical tests (Wilcoxon signed rank test) to verify if predictions are 

in accordance with the electoral results; 

5 – Perform statistical tests (Wilcoxon signed rank test) to verify if prediction errors 

are statistically equivalent, higher, or lower than the poll errors. 

5.3.2 The SoMEN Model 

This section proposes an ML model and an architectural design to be used in 

phase 4 of the SoMEN process, also involving decisions made in phases 2 and 3. It is 

important to note that many different choices may be made, and the objective is not to 

pursue the best model but rather one that is suitable and reasonable for this context. 

Thus, for this modeling, the following decisions were taken: 

• To reduce issues related to volume manipulation, such as the existence of 

astroturfing, spam, paid propaganda, and the use of BOTs, each candidate will be 

trained and predicted individually. In this way, the models are trained with the 

specific behavior of the supporters of each candidate; 

• To reduce the dimensionality, as well as to allow the use of high-correlated 

features present on SM performance features, a PCA will be performed on the 

input dataset; 

• Ten different datasets will be generated, with various windows sizes: 1..7, 14, 

21, and 28 days; 
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• A committee machine composed of an ensemble of 10 predictors will be used: 

each will receive one dataset related to a specific window size, and the prediction 

will be the average of the members' predictions; 

• The preferred ML methods for prediction are the MLP-BP and the GRNN. 

The MLP-BP was chosen because of its inherent characteristics, such as non-

linearity, there is no need for assumptions on the distribution of input data, its good 

generalization capabilities, and its good performance even with the existence of noise 

data, plus it is proven to be a universal approximator (HORNIK; STINCHCOMBE; 

WHITE, 1989). The choice is also based on a recent extensive experimental survey of 

regression methods that compared 77 popular regression methods using 83 datasets 

(FERNÁNDEZ-DELGADO et al., 2019). In the study, the MLP-BP based model 

designed with one hidden layer obtained remarkable results with small datasets. To 

avoid the well-known problem of local minima, the model consisted of another 

committee of 5 identical MLP-BP trained using different random seeds and was 

averaged to give a unique output. 

The GRNN was chosen due to its main characteristics and advantages for this 

context. It is particularly advantageous with small sample data, because the regression 

surface is instantly defined even with just one sample. It also needs few examples for 

similar accuracy: in an experimental setup, only 1% of the training was needed for the 

GRNN to achieve comparable accuracies to a MLP-BP model (SPECHT, D.F., 1991). 

One of the other main advantages is that it only requires one hyper parameter to be 

set, a distinguishing difference from the MLP. It also converges to global minima, and 

is quicker to train, despite being lower for predictions. 

There are some alternatives for the chosen ML models. An alternative for the 

selection of the best model and parameters may be the use of new research related to 

automated machine learning (AutoML) (HE; ZHAO; CHU, 2021), which promises 

automatically choose a good algorithm for a new dataset at hand, and also find their 

respective hyperparameters. Also, the use of recurrent neural networks, designed to 

learn sequential or time-varying patterns (MEDSKER; JAIN, 2001), would be suitable. 

Moreover, approaches of few-shot learning (WANG et al., 2020) are being proposed 

to tackle the problem of small datasets. 

Figure 5.2 illustrates the SoMEN instantiation, considering the data preparation 

and the modeling phases. 
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Figure 5.2 – SoMEN instantiation 

 

Source: self-provided. 

5.4 SOMEN-DC: A SOCIAL MEDIA FRAMEWORK FOR ELECTION NOWCASTING 

DURING THE CAMPAIGN 

The SOMEN-DC is an execution strategy for SoMEN. The central point is that the 

defined process is linear: all SM and poll data are gathered, the model is trained, and 

the election results are predicted. Thus, the SoMEN-DC is a strategy to continuously 

repeat this process in a way that daily predictions may be made. Figure 5.3 illustrates 

the steps. 

The execution consists of: 

1. Gathering a minimum number of polls and the SM performance data; 

2. Training the model with available data; 

3. Collecting SM data daily and make out of sample, daily predictions; 

4. Retraining the model with a new set of labeled data, when new poll data is 

released. 

 

Figure 5.3 – The SoMEN-DC execution 

 

Source: self-provided. 
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The first decision concerns the minimal number of polls needed to begin making 

predictions. Some regression models, such as the general regression neural network 

(GRNN) (SPECHT, D.F., 1991), are well suited for starting predictions just after one or 

two samples, although the majority of models need more data. It is also expected that 

when more poll data arrives and, consequently, more labeled data is available, 

prediction accuracy increases. This is exactly what occurs in the electoral context: as 

the election date approaches, more accurate predictions are made. 

The second decision concerns retraining the model. The previously chosen 

models, MLP-BP and GRNN, are well suitable for this context. However, other 

approaches may be better suited, such as those based on online learning (LOSING; 

HAMMER; WERSING, 2018), because they may perform incremental learning, 

avoiding multiple training using all the datasets, thereby optimizing the process. In this 

study we will also use MLP-BP and GRNN for continuous predictions, although the use 

of these new approaches may be promising as future research. 

Evaluating daily predictions is even more challenging than evaluating the final 

predictions, as discussed in Chapter 4. Thus, the approach for evaluating the SoMEN-

DC performance will use the same metrics for rejecting H3’, based on comparing 

predicted results, polls and the final vote share. 

Thus, the following evaluation steps must be followed: 

1 – Descriptively and qualitatively analyze the two most voted candidates with 

regard to polls, predictions, and the final vote share; 

2 – Measure prediction errors by considering polls as imprecise ground truth; 

3 – Compare the MAE of prediction errors with an historical threshold of 2.7 within 

the traditional poll error margin of 3.0 points. 

As discussed in Chapter 4, this procedure may suggest that prediction errors are 

competitive, or not, with polls, but statistical tests on these results may lead to wrong 

conclusions.  

5.5 CONCLUDING REMARKS 

This chapter began by highlighting the domain challenges of using ML for 

predicting election results based on SM data. We then presented the main proposals 

of this thesis: (i) a new set of metrics to measure SM performance; (ii) the SoMEN 

process to guide the steps from election understanding to prediction evaluation, and 
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the SoMEN ML model for prediction; and (iii) the SoMEN-DC, an execution strategy 

for SoMEN, enabling continuous prediction on a daily basis. All phases of the process 

were defined and detailed, and the main choices were discussed. 

As presented in Chapter 2, in the study after the poll crisis of 1936, Crossley 

(CROSSLEY, 1937) indicated the characteristics of studies with the best and worst 

results, and highlighted what was considered at the time to be an ideal poll. It is worth 

noting that the most commonly used approach of volume/sentiment on Twitter share 

the main characteristics of studies with the worst results: they are based on a huge 

randomly selected sample and provides one complete report accumulated over a 

period. On the other hand, the proposal of this thesis may be considered compliant 

with what Crossley considered at the time to be the ideal poll: (i) it is flexible and not 

based on dated mailing lists, because it may be adapted for use with data from the 

most commonly used SM platforms at the time of election; (ii) a fairly small sample 

works properly, since we collect data from the official profiles of candidates, rather than 

the entire SM platforms population; (iii) the distribution of the sample is considered, 

since the proposals collect data from multiple platforms, use offline polls for training, 

and train the models for each candidate individually; and (iv) it is not cumulative, but 

repeated during the campaign and considering different time windows. 

The next Chapter presents the instantiation and execution of the defined process 

and model. Experiments were performed with data from presidential elections, which 

took place in 2018 and 2019, in 4 major Latin American countries: Argentina, Brazil, 

Colombia, and Mexico.  
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6 EXPERIMENTS – LATIN AMERICAN PRESIDENTIAL ELECTIONS 

“All models are wrong, but some are useful” 

(George Box, 1987) 

In this Chapter, we perform experiments to reject null hypotheses H1’, H2’ and H3’ 

in favor of the alternative hypotheses H1, H2, and H3, which enables the research 

questions of this thesis, RQ1, RQ2, and RQ3 to be answered, all of which were detailed 

in Chapter 4, together with the methodology. For this, we applied the data modeling, 

the process, and the ML models described in Chapter 5.  

As presented in Chapter 3, one of the main weaknesses of the related works is the 

application of defined processes and models in unique elections and, since studies are 

performed after elections, unintentional bias regarding the unique scenario may be 

introduced. Thus, the processes are frequently not replicable nor generalizable. In 

addition, since there is only a small number of studies on elections in Latin America, 

few assumptions may be made regarding elections in this region. For these reasons, 

in order to verify the generalization and replicability of our approach, and to study a 

relatively unstudied region, we chose to perform experiments on predicting the most 

recent presidential elections in Latin America. 

Countries throughout Latin America all present a similar context: they are situated 

in the same region, they have similar historical origins, languages, characteristics and 

electoral procedures, such as the direct vote, the two-round system, many candidates 

running in the first round, and few available polls.  

Presidential elections held in Colombia, Mexico, and Brazil in 2018 and Argentina 

in 2019 were chosen for the experiment. These are the four most populous countries 

in the region, home to 70% of the population (UNITED NATIONS, 2019), and were 

responsible for 81% of the GDP in 20198, which increases the validity of our 

experiments. We only considered the first round of elections, because the election 

context is different to the second round: it involves many candidates with varying 

strategies, because there is unequal exposure on TV and in the traditional media. 

 
8 https://data.worldbank.org/indicator/NY.GDP.MKTP.CD?locations=ZJ&most_recent_value_desc=true Viewed 

on January 01, 2021. 

https://data.worldbank.org/indicator/NY.GDP.MKTP.CD?locations=ZJ&most_recent_value_desc=true
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Other presidential elections in the region were initially considered but were 

eventually discarded. The 2019 Bolivian elections were discarded due to disputes over 

transparency and legitimacy, which led to new elections. The 2018 Paraguayan and 

2019 Uruguayan elections were also not included due to the researcher's difficulty in 

gathering poll data, which would be a manual process. 

It should be noted that, in the systematic review presented in Chapter 3, none of 

the included studies considered more than three countries. This is also one of the rare 

studies that published results before the official release of the election results. A 

preliminary result predicting the 2019 Argentinian election, based on our preliminary 

methodology described in (BRITO, K. dos S.; ADEODATO, 2020), was published on 

Facebook9 on election day and attained better results than the considered polls at that 

time. Also, results of applying the up-dated methodology described in this thesis to 

predict the vote share of the 2020 U.S. elections were published in LinkedIn on the day 

of elections10, obtaining an MAE error 0.1 point lower than the RCP11 poll average. 

In the following sections, we present the definition and results of the experiments 

following the SoMEN and SoMEN-DC processes. 

6.1 THE SOMEN EXECUTION 

6.1.1 Election Understanding 

The selected elections took place in 2018 and 2019, and the official campaigns 

lasted between two to four months. In all countries except Brazil, polls are not allowed 

to be released in the week before the election date. 

To maximize the amount of collected data, mainly by considering that there are 

few available polls in the selected countries, we decided to begin collecting data 10 

months before the elections (300 days), when the candidatures start to take form. The 

 
9 Available at https://www.facebook.com/notes/404228243926826/. Viewed on January 13, 2021. 

10 Available at https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-

elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito. Viewed on February 08, 2021. 

11 https://www.realclearpolitics.com/epolls/2020/president/us/general_election_trump_vs_biden-6247.html. 

Viewed on January 13, 2021. 

https://www.facebook.com/notes/404228243926826/
https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito
https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito
https://www.realclearpolitics.com/epolls/2020/president/us/general_election_trump_vs_biden-6247.html
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election timelines, including the election date, the campaign launch and the final day 

that pollsters are allowed to publish polls are presented in Table 6.1. 

Table 6.1 – Election Timelines 

 

Source: self-provided. 

The list of candidates is presented in Table 6.2. To avoid bias generated by 

candidates with small vote intentions, the study considered only candidates with more 

than 1% of vote intentions. 

Table 6.2 – List of Candidates 

 

Source: self-provided. 

In order to identify the most relevant SM platforms, we considered the most 

commonly used SM platforms in all 4 countries, according to recent reports (KEMP; 

WE ARE SOCIAL; HOOTSUITE, 2020b,  2020d,  2020c,  2020a). They are listed in 

Table 6.3. 

Because of the characteristics of our proposed model, the present study only 

considered news-feed based platforms. Consequently, Youtube, Facebook, 

Instagram, and Twitter were considered. 

During the task of discovering the candidates’ profiles on the most relevant 

platforms, it was identified that most candidates did not have an official account (nor 
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an account that could be unmistakably identified as the candidate’s account) on 

Youtube. Also, even when they had an official account, the use of Youtube was 

irregular. Thus, Youtube was not taken into consideration, and Facebook, Instagram, 

and Twitter were. 

Table 6.3 – Most used SM platforms in the analyzed countries 

 

Source: self-provided. 

The candidate profiles on these three networks are presented in Table 6.4. 

Those profiles marked with a star represent unverified profiles. At the time of the data 

collection for this thesis experiment, the profiles of the Mexican candidates Obrador 

and Cortés were personal profiles, rather than commercial profiles. This setup does 

not allow for data to be collected through the Instagram API. Thus, data on these 

candidates from Instagram were not used in this study. 

Identifying pollsters was a manual task, and was performed on three sources, 

in this order: (1) On the official electoral court website, (2) On the Wikipedia entry 

describing the election in the official language of the country (Portuguese or Spanish) 

and in English, and (3) through an open search on Google using the words “pesquisa 

eleições 2018 Brasil” for the Brazilian elections, and “encuestas electorales <country> 

<year>” for the other countries, replacing <country> for the country name and <year> 

for the year of election. The findings and pruning of the list of pollsters and polls is 

detailed in the following section. 

6.1.2 Data Collection and Understanding 

6.1.2.1 Data from SM Platforms 

Over the last eight years, a set of tools has been developed by the author for 

collecting data on politicians from open data repositories and SM platforms (BRITO, K. 

dos S. et al., 2014a,  2014c,  2014b,  2015b,  2015a), using the concepts of social 
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machines (BRITO, K. dos S. et al., 2020; BRITO, K. S. et al., 2012; BURÉGIO, V. et 

al., 2015; BUREGIO; MEIRA; ROSA, 2013; MEIRA et al., 2011).  

Table 6.4 – Candidate profiles on Facebook, Twitter, and Instagram 

 

Source: self-provided. 

* Unverified profiles. ** Not commercial profiles at the period of data collection. Thus, data collection on 

these profiles was not possible. 

The social machine was originally defined by Tim Berners-Lee (BERNERS-LEE; 

FISCHETTI, 1999) as "processes in which the people do the creative work and the 

machine does the administration." Later, Meira (MEIRA et al., 2011) published a 

seminal paper putting forward a new interpretation in a particular setting, as “A network 

of programmable machines that are connected to each other and that also connect 

people and institutions in a web of computing, communication and control.” By evolving 

Meira’s definition, Buregio (BURÉGIO, V. A. de A., 2014; BUREGIO; MEIRA; ROSA, 

2013) characterized social machines as a result of the convergence of three different 

visions: (i) social software; (ii) people as computational units; and (iii) software as 

sociable entities, and thereby defined a new basis for the design and implementation 

of social systems. 
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The concepts of social machines are well fitted to the required software for 

collecting SM data, and were used to design and implement an information system 

towards this end. As the software engineering of this system is not the focus of this 

thesis, the system will not be detailed, but it is worth noting that it passed through all 

the necessary verification processes to gather data from the official APIs of Facebook, 

Instagram, and Twitter. This system also collects data on a daily basis on politicians 

from the end of 2017. 

A total of 15,432 posts was collected from the Argentinian candidates: 3,224 

from Facebook, 10,444 from Twitter, and 1,764 from Instagram. Although the majority 

were posted on Twitter, this network received the lowest total number of interactions, 

both raw interactions and the number of interactions per post. On the other hand, the 

lowest number of posts were on Instagram, although it presented the highest mean 

and median interactions per post. An overview of the collected data from the posts of 

Argentinian candidates is presented in Table 6.5. 

Table 6.5 – Overview of the collected data from the posts of Argentinian candidates 

 

Source: self-provided. 

A total of 19,586 posts was collected from the Brazilian candidates: 6,101 from 

Facebook, 10,181 from Twitter, and 3,304 from Instagram. As in Argentina, the 

majority were posted on Twitter, although this network received the lowest number of 

interactions. Instagram received the lowest number of posts but the highest mean and 

median interactions. An overview of the collected data is presented in Table 6.6. 

A total of 22,542 posts was collected from the Colombian candidates: 3,746 

from Facebook, 15,996 from Twitter and 2,800 from Instagram. As in Argentina and 

Brazil, the majority of posts were made on Twitter, but this network received the lowest 

number of interactions. However, a different result was obtained regarding the mean 
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and median of interactions per post, as it was obtained by posts on Facebook. An 

overview of the collected data is shown in Table 6.7. 

Table 6.6 – Overview of the collected data from the posts of Brazilian candidates 

 

Source: self-provided. 

Table 6.7 – Overview of the collected data from the posts of Colombian candidates 

 

Source: self-provided. 

Lastly, a total of 9,843 posts was collected from the Mexican candidates: 2,308 

from Facebook, 7,146 from Twitter, and only 389 from Instagram. As previously 

mentioned, we did not collect data from Instagram accounts of the two most voted 

candidates because these were personal profiles rather than commercial. As in other 

countries, the majority were posted on Twitter, but the highest interactions were on 

Facebook. Even only collecting data for the 3rd and 4th most voted candidates, their 

interactions per post on Instagram were higher than the interaction per posts of all the 

candidates on Twitter. An overview of the collected data is presented in Table 6.8. 

A total of 67,403 posts was collected from the candidate profiles in all four 

countries, making an average of 16,851 per country. This is a very small number of 
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collected data if compared to the usual approaches: the review identified an average 

of 12.9 million and a median of 250 thousand datapoints (usually tweets) in current 

studies for a single election. If we consider the median, we collected 17,509 posts per 

country, which is only 7.0% of the data collected by other studies. Moreover, all the 

required data was collected over a long period (10 months), instead of just a sample 

of tweets during arbitrary periods, as obtained in the most commonly used approach. 

Table 6.8 – Overview of the collected data from posts of the Mexican candidates 

 

Source: self-provided. 

*Instagram posts were only collected for the 3rd and 4th most voted candidates. 

To summarize, candidates in all countries mostly posted on Twitter, but the 

public response on this platform is lower than the response on Facebook and 

Instagram. In Argentina and Brazil, most interactions were on Instagram, while in 

Colombia, most interactions were on Facebook. Lastly, there was a large variation in 

the interactions on posts since they are able to receive between zero and one million 

interactions, and there is a large standard deviation in all metrics. 

In order to obtain an idea regarding voter engagement on SM candidate profiles 

in the studied countries, we compared the interaction numbers with the total population 

in each country in 2019 (UNITED NATIONS, 2019). To avoid bias in the analysis, 

because of the lack of data on Instagram for two profiles of Mexican candidates, we 

created two summaries: one containing all the collected data, and another containing 

data only from Facebook and Twitter. Results are presented in Table 6.9 and 

demonstrate that the Argentinians were more engaged with the profiles of the 

candidates and the citizens from Mexico presented the lowest level of engagement. 
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Table 6.9 – Comparison of engagement on SM and the total population 

 

Source: self-provided. 

6.1.2.2 Data from Polls 

As mentioned in the previous step regarding business understanding, identifying 

the pollsters was a manual task, as were the tasks of collecting and pruning the polls. 

The search for pollsters was undertaken on three sources: (1) the official 

electoral court website, (2) the Wikipedia entry describing the elections in the official 

languages of the countries (Portuguese or Spanish) and in English, and (3) an open 

search on Google. 

The search for polls was undertaken on the following sources: (1) the official 

electoral court website, (2) the official pollster websites, (3) aggregator websites 

identified on the pollster search, and (4) through an open search on Google. Polls were 

found on the following sources: Mexican12 and Colombian13 polls from the electoral 

court websites, Argentinian polls from pollster websites and on the Scribd document 

repository (scribd.com), and Brazilian polls from a website aggregator, Poder 36014. 

 
12 https://computos2018.ine.mx/#/presidencia/nacional/1/1/1/1 . Viewed in October, 2020. 

13 https://www.cne.gov.co/inventario-de-encuestas . Viewed in October, 2020. 

14 https://www.poder360.com.br/banco-de-dados/ . Viewed in October, 2020. 

https://computos2018.ine.mx/#/presidencia/nacional/1/1/1/1
https://www.cne.gov.co/inventario-de-encuestas
https://www.poder360.com.br/banco-de-dados/
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With the exception of data from Brazil, data for each survey was collected manually, 

including data referring to methodology. 

Pollster and poll pruning was performed according to the following inclusion 

criteria: 

I.1 – Only pollsters which had performed at least 5 polls, due to consistency and 

continuity. 

I. 2 – The last poll must have been performed at least 15 days before the election 

(or limit) date, to enable a comparison of the last poll with the election result; 

I.3 – National polls, performed on the broad public, for president in the first 

round. 

The following exclusion criteria was defined: 

E.1 – Polls performed only on the internet, on platforms based on self-selection. 

The exclusion criteria were defined to reinforce the third criteria, polls performed 

on the broad public. The aim of using traditional polls for training the model is to avoid 

any bias related to the non-representativity of the population on the internet and on the 

SM platforms. Thus, training the model with polls performed only on the internet would 

reintroduce this bias. 

Table 6.10 presents the pollsters and number of polls considered after poll 

selection and pruning. 

Table 6.10 – The pollsters and number of polls collected for each country 

 

Source: self-provided. 

Table 6.11 presents a summary of the final poll data, from the final poll 

performed by each pollster before the election. The lowest standard deviation was 

observed in Argentina, signifying that the final polls somehow agreed, and that the 

predictions converged. On the other hand, the final predictions from Mexico were very 

different, ranging from 34.0 to 62.5 percentual points for the most voted candidate. 

Also, the poll average indicated a wrong list of the most voted candidates, since it 
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indicated Kuribreña as the second most voted candidate, who in fact was in third place. 

This high variation in the final polls in Mexico may have interfered in the results, since 

this data will be used for predictions. 

Table 6.11 – Summary of the final week of polls 

 

Source: self-provided. 

*The date of the poll was considered as one day after the last day of interviews 

Table 6.12 presents a summary of all poll data, which presented high variations. 

This, however, was expected since voting intentions may vary throughout the 

campaign. As an example, at the beginning of the campaign in Brazil, Haddad was 

initially the candidate for vice-president and Lula was the candidate for president. 

However, after Lula’s candidacy was denied by the Superior Electoral Court, Haddad 

became the presidential candidate just one month before the elections. Thus, it is 

expected that polls in the initial months would be very different from the polls close to 

the election. 

All polls collected data, including the official documents, methodology, and 

values, is available at kellyton.com.br/somen. 
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Table 6.12 – Summary of all polls 

 

Source: self-provided. 

6.1.3 Data Preparation 

A set of 10 independent datasets was generated for each of the considered 

candidates, with the features described in Chapter 5.2. Each dataset was generated 

with a different window size, w = [1..7, 14, 21, 28] days. Each sample is based on a 

poll day, as illustrated in Table 6.13. 

 The table presents part of the dataset used for training and for the predictions of 

the Brazilian candidate Jair Bolsonaro, considering a window of 7 days. The first four 

columns (Candidate, Window, Institute and Ref. Date) are metadata used to identify 

the data, in order to facilitate tests and the continuous predictions needed for RQ3. To 

create uniformity, the poll day was considered as one day after the last date of 

interviews, found in the poll methodologies. The last column, “Share”, is the vote share 

obtained by the candidate on that poll and is multiplied by 100 to facilitate calculations. 

Thus, a vote share presented as 1800 is 18.00. The other columns are the features, 

according to what was previously presented in Table 5.1. 
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Table 6.13 – An example of the generated dataset 

 

Source: self-provided. 
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One additional sample was also generated, correlating SM features and the final 

vote share instead of the poll data. This sample is not used in the training, although 

the features are used for an out-of-sample prediction. This sample was also used to 

find correlations between the SM features and the election results, in order to answer 

RQ1, and to calculate the error measures.  

In order to generate the final datasets to be used for training and predictions, the 

metadata were removed, and the features were normalized. Thus, as planned, due to 

the few training samples (from 31 in Argentina to 63 in Mexico) for the number of 

features (17), PCA was applied to each dataset independently. Component selection 

was set to cover a variance higher than 95%, a well-accepted level in the research 

literature. Thus, the number of components varied from four to seven in a 1-day 

window, and from two to four in a 28-day window, drastically reducing the number of 

input features to prevent the well-known problems of high dimensionality and 

collinearity. To compare and verify the gain obtained by applying PCA, experiments 

were applied twice: with and without the application of PCA. 

6.1.4 Modeling 

Three models were used for predictions. The MLP-BP artificial neural network, 

an alternative, well suited model, GRNN, and a baseline model, linear regression. The 

choices of MLP-BP and GRNN are justified in Chapter 5. 

For the MLP-BP model, to avoid the well-known problem of local minima, a 

committee was created of 5 identical MLP-BPs trained using different random seeds, 

the results of which were averaged to give a unique output. Moreover, we initially 

considered two strategies for the parameter selection and optimization: manual 

parameter selection and grid search (LERMAN, 1980) for parameters. 

For the manual parameter selection, data characteristics were considered, mainly 

the small number of samples, and the following parameters were chosen: one hidden 

layer with three neurons, to avoid overfitting; L-FBGS as a solver, which performs well 

with small samples; an alpha set to 0.05 for fast convergence, a constant learning rate 

for fast training, and logistic activation. 

For the grid search, the considered parameters are presented in Table 6.14. 

Both parameter selection approaches were applied in the preliminary version of 

this study regarding the 2018 Brazilian and 2016 U.S. elections (BRITO, K. dos S.; 
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ADEODATO, 2020). The data split for grid search used a time series split approach. 

This is a variation of the K-Fold (RODRIGUEZ; PEREZ; LOZANO, 2010) selection: in 

the k-th split, it returns the first k folds as the training set and the (k+1)th fold as the 

test set. Our preliminary results demonstrate that although the grid search parameters 

approach increased the execution time by 240 times (4 * 2 * 3 * 5 * 2 executions), it 

did not increase the prediction accuracy when compared with these manually selected 

parameters. Thus, the fixed parameter approach, with the abovementioned 

parameters, was used. 

Table 6.14 – Values for the ANN grid search parameters 

 

Source: self-provided. 

In the GRNN model, there is only one hyperparameter to be adjusted, the 

smoothing parameter. As there was no baseline value for this parameter, it was found 

by the grid search approach, varying from 0.1 to 4, in steps of 0.2. 

To enable comparisons, a baseline technique, linear regression, was also applied 

in the same datasets. 

As planned, a committee machine was created for each model, composed of an 

ensemble of 10 predictors. As input, each received a different dataset related to a 

different aggregated window size, and all predictions were averaged as the final 

prediction for that candidate. The machines were trained with all the available poll data 

until one day before the elections, and one prediction was made for the final vote share. 

The results were then compared with the actual vote share of each candidate. 

To summarize, six sets of experiments were undertaken: linear regression, linear 

regression with PCA, MLP-BP, MLP-BP with PCA, GRNN, and GRNN with PCA. 

6.1.5 Evaluation 

All experiments were run in a standard laptop computer with the following 

configuration: Processor Intel Core i7-8550U, RAM 16GB, data on an SDD 128GB 

disk, O.S. Windows 10. The implementation was in python using Scikit-learn 
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(PEDREGOSA et al., 2011) for most computations and pyGRNN15 for GRNN 

implementation. All the outputs, including detailed outputs for each window size, are 

available at kellyton.com.br/somen. 

The evaluation was performed according to the definitions in Chapters 4 and 5, 

with the collection and comparison of predictions, prediction errors, and poll errors. 

Statistical tests were also performed and are detailed in section 6.3. 

6.2 THE SOMEN-DC EXECUTION 

The execution of the SoMEN-DC was based on the SoMEN execution. The main 

difference is that instead of predicting only the final results, it made daily predictions, 

using the available data until one day before. The execution strategy consisted of the 

following stages: 

1 – Initial setup: first training with 10 polls with data on all candidates;  

2 – Begin daily predictions after the initial setup, considering SM and poll data 

until D-1; 

3 – Out-of-sample predictions: the prediction of an arbitrary day D considers polls 

before D; 

4 – When new poll data is available, retrain the model with the inclusion of this 

new data. 

5 – Error metrics are based on predictions on days with available poll data. 

The evaluation was performed according to the definitions in Chapters 4 and 5, 

and are detailed in section 6.3. 

6.3 EXPERIMENT RESULTS 

6.3.1 Research Question 1 

After Phase 3, data preparation, we attempted to refute “H1’: It is not possible to 

model the SM performance based on the interactions of users on the official profiles of 

candidates and find correlations between the SM and the electoral performances of 

candidates.” In addition to the ten datasets, we wished to investigate whether there 

 
15 Available at: https://github.com/federhub/pyGRNN . Viewed on: October 5, 2020. 

https://github.com/federhub/pyGRNN
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were any correlations with other window sizes, for example, with the entire 10-month 

period. Thus, we generated additional datasets adding intervals of 30 days and ran 

Pearson correlation tests considering all the generated datasets. 

For Argentina, 6 candidates were considered. Thus, based on the rules of thumb 

for Pearson correlation, set out in the methodology, the adopted thresholds were r >= 

.71 for showing a correlation, r >= .76 for a high correlation, and r >= .82 for a very high 

correlation. Table 6.15 presents the results. Cells in dark gray highlight the values 

above the highest threshold, and light gray highlights the values higher than the lowest 

threshold. The last column presents a simple average of the results from all windows, 

and the table is ordered by this average. 

Table 6.15 – Pearson correlation results for the SM performance and the Argentinian election results 

 

Source: self-provided. 

The data reveals that many of the defined variables presented a very high 

correlation with the results of the Argentinian elections, with emphasis on the variables 

related to the number of interactions per post on all three networks. Higher correlations 

were concentrated in the windows between 21 and 30 days. In opposition to this, the 

absolute number of posts on all three networks presented the lowest correlations, and 

the number of tweets presented a negative correlation. Moreover, the correlations 

considering the window of 1 day were notably lower than the other windows. 

For Brazil and Colombia, 5 candidates were considered. Thus, the adopted 

thresholds were r >= .76 for showing a correlation, r >= .82 for a high correlation, and 

r >= .89 for a very high correlation. Table 6.16 and 6.17 present the results for Brazil 

and Colombia, respectively. 

In the Brazilian scenario, although there was no correlation between the number 

of posts and votes, all the other variables presented a correlation on most windows, 
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and most variables presented at least a high correlation. However, a clear pattern could 

not be observed. 

Table 6.16 – Pearson correlation results for the SM performance and the Brazilian election results 

 

Source: self-provided. 

Table 6.17 – Pearson correlation results for the SM performance and the Colombian election results 

 

Source: self-provided. 

The performance of the SM variables regarding the Colombian elections was 

lower than the results for Argentina and Brazil. The highest correlations were related 

to comments, both the absolute number as well as the number averaged per post, on 

Facebook and Instagram. The lowest correlations were related to Twitter, and a high 

negative correlation was related to the absolute number of posts on Facebook. 

For Mexico, only 4 candidates were considered. Thus, the adopted thresholds 

were r >= .82 for showing a correlation, r >= .89 for a high correlation, and r = 1.0 for 

a very high correlation. Table 6.18 presents the results. 

As in the case of Argentina, the number of interactions per post presented the 

highest correlations in all windows, close to one, especially when considering the 

Twitter platform. In agreement with results in other countries, the total number of posts 

presented a negative correlation. As expected, the data related to Instagram presented 
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high negative correlations because it was not possible to collect Instagram data from 

the accounts of the most voted candidates. As this data is not complete, it has been 

struck through in Table 6.18. 

Table 6.18 – Pearson correlation results for the SM performance and the Mexican election results 

 

Source: self-provided. 

Considering that most of the defined metrics presented a correlation with the 

electoral results in all four countries, the presented data therefore rejects the null 

hypothesis H1’, which validates the alternative hypothesis “H1: It is possible to model 

the SM performance based on the interactions of users on the official profiles of 

candidates and find correlations between the SM and the electoral performances of 

candidates”, and answers affirmatively the “RQ1: Is there a correlation between the 

SM performance of candidates and their electoral performance?” 

In addition to rejecting the null hypothesis, other conclusions may also be drawn. 

Even being of the same region and having similar characteristics, each electoral 

context and use of SM platforms is particular. In Argentina, the metrics with the highest 

correlation with votes were the number of likes and shares per post on all three 

platforms, the same as Mexico (excluding Instagram). On the other hand, in Colombia, 

the most correlated metrics were related to comments: the absolute number of 

comments and the number of comments per posts, chiefly on Facebook and 

Instagram. In Brazil, all platforms presented high correlations, but interactions per post 

on Twitter presented lower correlations, an opposite result to that of Mexico. 

As this data can only be obtained after the official election results, we conclude 

that we should not define, a priori, the most suitable SM platform or metrics for 

predicting elections, since each election may be more related to a specific platform or 

metric, which may be discovered only after the election. Thus, it reinforces the 

argument of this thesis that data from all the most used platforms must be collected, 
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and the prediction model must be sufficiently flexible to use all these data and be 

capable of identifying, throughout the process, the most suitable features. This 

approach was used in the prediction model. As these correlations were only known 

after the elections, we used all the defined metrics for the prediction procedure. 

6.3.2 Research Question 2 

After running all the phases of the process, we attempted to refute “H2’: It is not 

possible to define a process and create a model based on the SM performance of 

candidates, using an ML approach trained with traditional polls, which is capable of 

predicting election results with competitive results to traditional polls.” For this, we 

compared our predictions with the actual results, the MAE error of our predictions with 

the historical threshold of 2.7 (standard deviation of 2.13), and also with the errors 

obtained by each pollster and by the poll average. We then performed two statistical 

tests, by comparing the predictions and the electoral results, to verify whether they 

were in accordance with the results, and the predicted errors with the errors obtained 

by the poll average. For all the measures, we considered raw results, since calculating 

the relative percentual may bias the results: mobilization on the candidate profiles was 

low at the beginning of the campaign, as was the number of people who had decided 

upon their vote. Thus, the sum would not reach 100%. 

In Argentina, the election was held on October 27, 2019, but the final poll 

prediction was from October 18. Thus, our predictions were performed with data 

trained until 10 days before the elections. Table 6.19 presents the predictions and final 

vote share, as well as the average of the poll predictions. Table 6.20 presents the error 

metrics, including each pollster individually and the poll average. 

Table 6.19 – Predictions for the Argentinian elections 

 

Source: self-provided. 
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Table 6.20 – Error metrics for the Argentinian predictions 

 

Source: self-provided. 

Analyzing the Argentinian results, one pollster obtained a remarkable result, with 

an MAE of 1.89, but with a AEOM higher than our models. All MLP-BP and GRNN 

models obtained better MAE results than the other pollsters, and were also better than 

the poll average. All predictions, except the linear regression, were under the historical 

MAE threshold of 2.70.  

In Brazil, the election was held on October 7, 2018, and we considered the date 

of the final predictions until October 6. Thus, our predictions were performed with data 

trained until 1 day before the elections. Table 6.21 presents our predictions, the 

average of poll predictions and the final vote share. Table 6.22 presents the error 

metrics. 

Table 6.21 – Predictions for the Brazilian elections 

 

Source: self-provided. 

Analyzing the Brazilian results, the MLP models obtained the best results. 

Indeed, the prediction errors for the two most voted candidates using the MLP-BP PCA 

model were less than or equal to 0.5 percentage points. The GRNN models also 

obtained a good performance, better than the poll average and most of the pollsters. 

Moreover, all results generated by the MLP and GRNN models were under the MAE 
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threshold of 2.70, although only four of the 7 pollster results were under this threshold. 

Lastly, the linear regression models obtained the poorest results, as expected. 

Table 6.22 – Error metrics from the Brazilian predictions 

 

Source: self-provided. 

In Colombia, the election was held on May 27, 2018, but the final poll prediction 

was from May 20. Thus, our predictions were performed with data trained until one 

week before the elections. Table 6.23 presents our predictions, the average of poll 

predictions and the final vote share. Table 6.24 presents the error metrics. 

Table 6.23 – Predictions for the Colombian elections 

 

Source: self-provided. 

Analyzing the Colombian results, the GRNN models obtained the best results, 

and were the only results below the threshold of 2.7. However, all results from the 

MLP-BP were within one historical standard deviation (4.83). The MAE with MLP-BP 

model with PCA where better than four of the six pollsters, very close to the MAE of 

the poll average. The MAE with the MLP-BP without PCA was in the middle: lower than 

3 pollsters and higher than the other three, thereby presenting competitive results with 
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the pollsters. Finally, the linear regression models obtained the poorest results, as 

expected. 

Table 6.24 – Error metrics from the Colombian predictions 

 

Source: self-provided. 

In Mexico, the election was held on July 1, 2018, but the final poll prediction was 

from June 26. Thus, our predictions were performed with data trained until one week 

before the elections. Table 6.25 presents our predictions, the average of poll 

predictions and the final vote share. Table 6.26 presents the error metrics. 

Table 6.25 – Predictions for the Mexican elections 

 

Source: self-provided. 

Poll and prediction errors in Mexico were higher than in the other countries. None 

of the polls or predictions achieved an MAE even close to the threshold of 2.7, and 

only two of the nine pollsters achieved errors within one historical standard deviation 

(4.83). Some pollsters presented an MAE higher than 7.0, which is unacceptable for 

this context. Also, despite a final difference of 5.87 percentual points between the 

second and third most voted candidates, most of the final polls and the poll average 

missed the ranking of candidates. The polls marked in the table with a star indicated 

the third most voted candidate, Kuribreña, as being the second most voted. 
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Table 6.26 – Error metrics from the Mexican predictions 

 

Source: self-provided. 

This result was expected because of the wide variation in the final polls, ranging 

from 34.0 to 62.5 for the most voted candidate, from 14.0 to 24.0 to the second most 

voted, and from 13.0 to 29.0 to the third most voted, as previously presented in Table 

6.11. Thus, as the model was trained with this data, the results were in line with the 

polls: the MAE of all predictions were poorer than 3 pollsters and the poll average, and 

better than 6 pollsters. Surprisingly, the linear regression model obtained the best 

results amongst models, although it is difficult to identify why, due to the high variation 

of polls. Lastly, we highlight that data from Instagram of the two most voted candidates 

were not collected. Thus, if we had obtained access to this data, different results would 

have been obtained. 

By summarizing the results on all countries, we verified that: 

• In Argentina, predictions with the MLP-BP PCA model obtained the second 

best results, better than the poll average and with a lower AEOM; 

• In Brazil, predictions obtained with the MLP-BP PCA model obtained the 

best results; 

• In Colombia, predictions with the GRNN PCA model obtained the best 

results, and predictions with the MLP-BP PCA obtained competitive results; 

• In Mexico, predictions with all models obtained competitive results, but 

results were impaired by high prediction errors of the final polls. 
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Table 6.27 summarizes the MAE obtained by the models in all countries, allowing 

a comparison with the poll average of each country. It demonstrates that, on average, 

the MLP-BP model with PCA obtained the best results. The two GRNN models also 

obtained better results than the poll average, and the MLP-BP model without PCA 

obtained competitive results. In all countries, the MLP-BP with PCA obtained better 

results than without PCA. The GRNN model with PCA obtained better results than the 

version without PCA in three of the four countries. 

Table 6.27 – MAE errors of all countries, compared with the respective poll average 

 

Source: self-provided. 

Following the defined methodology, we also performed Wilcoxon signed-rank 

tests to verify: (i) whether the predicted values were statistically different from the 

election vote shares; (ii) whether the final poll values were statistically different from 

the election vote shares; and (iii) whether the errors of the predicted values were 

statistically different from the errors of the poll values, either higher or lower. 

For this, we worked with seven series, one for each prediction model and one 

additional with the poll averages. Due to the low number of samples (ranging from 4 

candidates in Mexico to 6 candidates in Argentina), we concatenated the values of 

each country in series containing 20 points, related to the predictions of the candidates 

of all countries: 6 from Argentina, 5 from Brazil, 5 from Colombia and 4 from Mexico. 

Thus, we have more data so as to perform better statistical tests considering all 

predictions at once. Figure 6.1 illustrates this modeling. 

The first test compared the election results with our predictions, as well as with 

the poll averages. This data is presented in Table 6.28 and gives the p values of all the 

tests. The Two Sided column presenting a p value <= .05 indicates that the results are 

not equivalent, the Greater column with a p <= .05 indicates that the election results 

are statistically greater than the predictions, i.e., predictions are biased to present 

lower values; and the column showing p <= .05 indicates the opposite. All calculations 
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were performed using the Wilcoxon function of the scipy.stats.wilcoxon16 python 

module. 

Figure 6.1 – Data modeling for the statistical tests 

 

Source: self-provided. 

The results illustrate that the only predictions not equivalent to the election results 

were the predictions using linear regression, presenting a p = .00 on the two-sided test, 

and on the lower test. Thus, it indicates that linear regression predictions are biased 

and that the election results presented lower values than the predictions. All other 

values, including the poll averages, may be considered as not statistically different from 

the elections results. 

Table 6.28 – Wilcoxon signed rank test between the election results, and the predictions and polls 

 

Source: self-provided. 

By comparing the absolute errors of our predictions and the poll averages, we 

found the data presented in Table 6.29. This demonstrates that the poll averages 

presented lower errors than both the linear regression approaches, although all other 

errors are similar. We highlight that besides the linear regression, the most significant 

result is p = 0.14, indicating that the errors of the poll averages may be higher than the 

errors obtained with the MLP-BP PCA approach, although the p-value is not strong 

enough to confirm this. 

 
16 https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.wilcoxon.html 
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Table 6.29 – Wilcoxon signed rank test between the errors obtained with the prediction and polls 

 

Source: self-provided. 

The presented data illustrates that, considering the traditional and most used 

error metric in this scenario, the MAE, the results obtained with the two proposed 

models, the MLP-BP and the GRNN presented competitive, or even better, results with 

the poll results in all countries. Also, the statistical analysis demonstrates that, 

statistically, the predicted results are competitive with the poll results. The presented 

data therefore rejects the null hypothesis H2’, which validates the alternative 

hypothesis “H2: It is possible to define a process and create a model based on the SM 

performance of candidates, using an ML approach trained with traditional polls, which 

is capable of predicting election results with competitive results to traditional polls”, and 

answers affirmatively the “RQ2: Is it possible to define a process and create an ML 

model capable of predicting election results based on the SM performance of 

candidates?”. 

In addition to rejecting the null hypothesis, additional conclusions may also be 

drawn. The countries that presented higher correlations between the SM performance 

and the vote share, most notably Brazil and Argentina, were those that presented the 

best prediction results, with a MAE lower than 2.0. As the data of higher correlation 

with the final vote share is only available after the elections, we used all the features 

to perform the predictions, avoiding the insertion of bias. However, one promising 

strategy may be to test the SM performance with the poll performances in order to 

choose the most suitable features. 

Moreover, although the model presented a good performance even with the 

existence of a high variation in data on the SM features, its results depend on accurate 

poll data for training, as expected. Thus, training the model with accurate polls, as in 

Brazil and Argentina, led to even more accurate predictions than the best polls, while 
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training the models with inaccurate polls, such as in the Mexican scenario, led to high 

prediction errors. Thus, advanced approaches for pollster and poll pruning, such as 

identifying and removing outlier polls, would lead to better results. Lastly, this approach 

may be very useful for internal use by parties in countries that do not allow polls to be 

released during the last week before elections, thereby enabling candidates and 

parties to have an estimate of their performance by only using the SM data and 

previous polls. 

6.3.3 Research Question 3 

After running all phases of the process, we attempted to refute the “H3’: It is not 

possible to define a process and create a model based on the SM performance of 

candidates, using an ML approach trained with traditional polls, which is capable of 

making daily predictions of election results with competitive results to traditional polls.” 

For this, according to the methodology, we will perform two analyses: a descriptive and 

qualitative analysis of the two most voted candidates with regard to polls, predictions 

and the final vote share; and the measurement of prediction errors by considering the 

polls as imprecise ground truth. Thus, competitive predictions will be considered as 

those that, compared with the polls, present errors below the historical MAE of 2.7 

percentual points, within a deviation of 3.00, which is considered the error margin of 

most polls. 

To illustrate the predictions, Figures 6.2-6.5 presents the daily predictions, 

obtained by the MLP-BP PCA model, of the two most voted candidates in Argentina, 

Brazil, Colombia and Mexico respectively, as two lines. They also present the polled 

data as dots, and the final election result as the last dots. 

The Argentinian data, presented in Figure 6.2, demonstrates that for the most 

voted candidate, Fernandez, after the start of the campaign, the polls overestimated 

his vote share, and our predictions underestimated while achieving the exact result on 

the final prediction day, as previously presented in Table 6.19. Moreover, both polls 

and predictions similarly underestimated the second most voted candidate. 

In the Brazilian scenario, presented in Figure 6.3, it may be observed that before 

the last month of the campaign, predictions varied between higher and lower values 

than the polls, suggesting unbiased values. However, in the last month, almost all the 

polls for both candidates, and especially for Haddad, were higher than our predictions, 



134 

and higher than their final vote share. However, our final predictions were extremely 

close to the final vote share, as presented in Table 6.21. This data, although not 

conclusive, and difficult to be proved or statistically tested, reveals that polls may 

present a bias towards both candidates and overestimate their vote share, which did 

not occur with our predictions. 

Figure 6.2 – Polls and predictions in Argentina: Fernandez and Macri, predictions using the MLP-BP 
PCA model and the final vote share 

 

Source: self-provided. 

In the Colombian scenario, shown in Figure 6.4, both polls and predictions 

presented close results nearer to election day, especially for the second most voted 

candidate. However, many strong outliers were found on polls for both candidates, 

some of them have been circled in the figure. Furthermore, some spikes were found 

on predictions for Márques on specific days. These spikes may be explained by the 

instability of polls on days close to the spikes, but this effect needs to be investigated 

further. 

Figure 6.5 presents the polls and predictions for the Mexican scenario. The polls 

and predictions for the second most voted candidate, Cortés, remained close during 

the whole period. Exceptions were some poll outliers on June 4 and 8. Otherwise, the 

high variation in the poll results close to the elections, from 34.0 to 62.5 percentual 

points during the last week, as presented in Table 6.11, made it difficult to undertake 

accurate predictions for Obrador. Thus, although the predictions had obtained results 
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that were competitive with the polls, this result reinforces the need for a better approach 

for poll pruning. 

Figure 6.3 – Polls and predictions in Brazil: Bolsonaro and Haddad, predictions using the MLP-BP 
PCA model and the final vote share 

 

Source: self-provided. 

Figure 6.4 – Polls and predictions in Colombia: Márquez and Petro, predictions using the MLP-BP 
PCA model and the final vote share 

 

Source: self-provided. 
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Figure 6.5 – Polls and predictions in Mexico: Obrador and Cortés, predictions using the MLP-BP PCA 
model and the final vote share 

 

Source: self-provided. 

By summarizing this analysis on all countries, we have verified that: 

• In Argentina: for the first candidate, results suggests that the prediction 

bias was lower than the poll bias, since the predictions in the last week 

were closer than the polls. For the second most voted candidates, 

predictions and polls seemed equally biased; 

• In Brazil, results for both candidates suggest a higher poll bias than 

prediction bias, since the prediction curve smoothly achieved very 

accurate final predictions; 

• In Colombia, polls and predictions presented similar results, despite some 

high poll outliers and some prediction spikes, which should be investigated 

further; 

• In Mexico, the polls and predictions were close with regard to the second 

most voted candidate. However, the high variance in the polls, particularly 

close to elections, and the high errors obtained both by polls and 

prediction, prevents any conclusions regarding the results. 
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The MAE comparing all predictions and polls during the campaign is presented 

in Table 6.30. The calculation considers polls as the baseline, and the error is the 

difference between the predicted results (on the days with polls) and polls.  

Table 6.30 – MAE comparing predictions and polls. This shows how close the predictions are to the 
polls 

 

Source: self-provided. 

As expected, the linear regression model presented the poorest results, even 

though the linear regression with PCA presented unexpectedly good results. Moreover, 

results with neural networks in Argentina, Brazil and Colombia presented a MAE lower 

than or equal to the usual poll error margin of 3 percentage points, and most values 

were lower than the historical threshold of 2.7 percentage points, with remarkable low 

values in Brazil. This data reveals that, on average, these intermediary predictions may 

be seen as correct predictions of polls. 

The presented data therefore rejects null hypothesis H3’, which validates the 

alternative hypothesis “H3: It is possible to define a process and create a model based 

on the SM performance of candidates, using an ML approach and trained with 

traditional polls, which is capable of making daily predictions of election results with 

competitive results to traditional polls,” and answers affirmatively the “RQ3: Is it 

possible to define a process and create an ML model capable of performing daily 

nowcasting of election results based on the SM performance of candidates?”. 

6.4 RESULTS DISCUSSION AND COMPARISON 

6.4.1 Research Area Challenges Addressed 

This thesis has found correlations between SM metrics and election results. This 

fact is not a novelty in itself, since it has already been stated by many previous studies 
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claiming success in predicting elections with SM, ever since the seminal paper by 

Tumasjan stating that “the mere number of tweets mentioning a political party can be 

considered a plausible reflection of the vote share”. The main difference concerns the 

definition of the SM performance. Most studies have measured performance based on 

how many people are talking about a candidate (generally on Twitter), but our 

approach has considered how many people are paying attention to a candidate by 

interacting with his/her profiles on SM. This change of perspective addresses many of 

the sampling challenges observed in previous studies. 

This thesis is not the first claiming to be able to predict elections results. However, 

the defined process and the presented modeling has addressed many of the 

challenges found in previous studies, already presented in Table 3.3. The manner in 

which this proposal has addressed each challenge is discussed below. 

The process challenges were all addressed by the definition of the SoMEN and 

the SoMEN-DC processes. The processes were run in four different countries and 

performed well in different contexts. The SoMEN-DC was defined exactly to enable 

predictions during a campaign. 

The sampling challenges were also addressed. The challenge of using social 

networks as a population sample is addressed by using traditional polls to train the 

models. The representativity problem of Twitter, as being the sample of all platforms, 

was addressed by the capability of the proposal to use data from different SM 

platforms, those that the candidates and the population use most, and is also naturally 

prepared for use even with platforms that are not yet popular. 

Moreover, due to a change in the concept of SM performance, from measuring 

how many people are talking about a candidate, to measuring how many people are 

paying attention to a candidate, the defined approach requires the collection of much 

less data, a thousand posts from less than a dozen candidates, instead of millions of 

posts from the entire population. Thus, all required data can be collected, rather than 

just a sample. Furthermore, very few choices have to be made by researchers 

regarding data collection. Since data is collected from the official profiles of candidates, 

no keyword for data collection needs to be defined. We also proposed that data 

collection would occur for a long period before elections (10 months), and the use of 

this data combined with many different window sizes exempts the need of arbitrary 

decisions regarding how many days of SM data should be collected and used. Lastly, 

the small amount of data to be collected and processed thereby requires a very low 
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computational power in order to perform the predictions. Indeed, all training and 

predictions were performed on a standard laptop computer. 

In the case of the modeling challenges, the high susceptibility to volume 

manipulation was addressed by training and predicting the candidate results 

individually. Thus, the model was trained with the specific behaviour of the candidate’s 

supporters, and even the behaviour of his/her network of BOTs or paid propaganda, 

should this exist. 

Also, to the best of our knowledge, as presented in the systematic review, this is 

the first approach that is capable of crossing data from multiple platforms, particularly 

Facebook, Instagram, and Twitter.  

We also considered the state-of-the-art machine learning and technical modeling. 

The chosen models, the MLP-BP and the GRNN, although they are not the most recent 

proposals, are well suited for this context and are capable of presenting nonlinear 

relationships between inputs and outputs, unlike other approaches based on linear 

relationships. In particular, the averaged MLP-BP presented remarkable results on 

small samples in a very recent comparative study (FERNÁNDEZ-DELGADO et al., 

2019). 

In relation to one of the most relevant technical modeling weaknesses, the choice 

of parameters for the ML models, this thesis has clearly presented the strategy for 

parameter choice. The GRNN only needs one parameter, which was found by a grid 

search strategy. In addition, the MLP-BP parameters were not only chosen based on 

the characteristics of the sample, but also based on a preliminary study, which 

compared the chosen parameters with a grid search strategy for the choice of the best 

parameters and achieved similar results with both strategies. 

Lastly, the challenges of performance evaluation and scientific rigor were also 

addressed. Statistical analyses of the results were proposed and performed, and have 

been presented in this chapter. Thus, the following sections compare the results with 

other related works, and discusses the bias and threats to validity. 

6.4.2 Comparison with Related Works 

In addition to comparing our approach with the aggregated results of the 

systematic review, we also performed an analysis and comparison with related studies. 

No studies were found predicting elections for the same countries during the same 
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years for direct comparison. Thus, we compared our approach and results with studies 

containing similar characteristics: predicting elections in the studied countries, using 

polls for training, and/or predicting elections in more than one country. 

Cerón-Guzmán and León-Guzmán (CERON-GUZMAN; LEON-GUZMAN, 2016) 

studied the 2014 Colombian presidential election using a slightly similar approach to 

that used in this thesis: the use of polls and SM data for training several regression 

models. They mostly used linear models for regression (Ordinary Least Square, Ridge, 

Lasso, and Support Vector Regression), and their input data were based on the 

volume/sentiment approach, enhanced by spammer detection and an improved 

sentiment analysis of Spanish tweets. However, their results wrongly presented the list 

of the most voted candidates, and they concluded that “the obtained results show that 

inference methods based on Twitter data are not consistent…”.  

In terms of Brazilian elections, (JUSTINO GARCIA PRACIANO et al., 2019) 

developed an approach also based on volume/sentiment to detect the winner of the 

second round of the 2014 presidential elections. The authors considered the approach 

as being successful by correctly indicating the winners in 19 out of 26 states. However, 

since they did not indicate the vote share, and only the winner in each state, the 

approach would be better suited to scenarios such as in the U.S. 

With regard to studies analyzing multiple elections, Gaurav et al. (GAURAV et al., 

2013) used a Twitter based volume approach to predict elections in Ecuador, Paraguay 

and Venezuela in 2013. They found that “counting the tweets that mention a 

candidate’s conventional name is not sufficient to obtain good predictions,” but after 

some enhancements, such as ignoring multiple tweets from a single user, they 

achieved better results, with MAEs of approximately 3.0. In addition to all the previously 

discussed drawbacks on the volume counting approach, in this study they collected 

1.2 billion tweets, which is impracticable on the current state of platforms. 

Anjaria et al. (ANJARIA; GUDDETI, 2014) employed four ML techniques (SVM, 

Naïve Bayes, maximum entropy and MLP-BP) for a Twitter sentiment analysis to 

predict the 2012 U.S. presidential elections and the 2013 Karnataka (India) state 

assembly elections. It should be noted that the parameter selection was “achieved by 

trial-and-error method”, without any details. Their best result in the U.S. presented a 

MAE of 3.44, which is an acceptable result, better than our results in Mexico and worse 

than the others. Nevertheless, they obtained a MAE of 13.60 in the Indian elections 

considering four parties, which largely differs from the actual vote share. 
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No studies were identified using polls for training, not mainly based on Twitter 

volume/sentiment, and applied in more than one country. However, one study similar 

to ours, although only applied to the 2016 U.S. presidential election, is described in 

(ISOTALO et al., 2016). In this study, 13 different variables available online were used, 

including polls, Facebook page likes, Google trends, Wikipedia page traffic and betting 

sites, amongst others. A linear regression was then performed for training and 

prediction. While the study observed correlations between Facebook page likes and 

betting with polls, there were no correlations with other variables. Despite claiming 

good results and presenting new ideas for variables, the lack of detail regarding the 

used variables and the presence of arbitrary decisions, such as the use of days 1-3 of 

the independent variables for explaining polls on day 5, prevents its replication. 

The study we consider the closest to ours was presented by Tsakalidis et al. 

(TSAKALIDIS et al., 2015). They used Twitter data to predict the 2014 EU election 

results in Germany, the Netherlands, and Greece. Despite using the traditional Twitter 

volume and sentiment model, they used 11 volume/sentiment derived variables 

combined with one poll-based feature for training regressors. Three algorithms were 

applied for regression: linear regression, Gaussian process, and sequential minimal 

optimization, and the output average of the three was used as the final estimate in this 

combined regressor. They used 26 polls from Greece, nine from Germany, and 13 

from the Netherlands. In terms of results, their approach achieved a good performance, 

and obtained a MAE below 2.0 in the three countries. Their good results are in line with 

our arguments that generating domain-based derived variables and training ML 

algorithms with these data combined with polls is able to achieve good results. They 

also performed the Wilcoxon (two-tailed) test, but it was only used to test the 

differences between the variations of their approach, and not to test the prediction 

results nor compare their results with polls. 

Despite the good results, Tsakalidis’s study presents certain drawbacks, most 

of them well known in volume/sentiment approaches. The most prominent was the 

selection of keywords for searching on Twitter. They reported the inclusion of many 

keywords, including some possible misspellings, but without listing them. They also 

excluded several ambiguous keywords to reduce noise “for example, the abbreviation 

of the Dutch party ‘GL’ could stand for ‘good luck’”, again without listing them. 

Moreover, the study used an arbitrary 7-day window, despite having tested other 

values. They also recognized that due to the restrictions of the Twitter Streaming API 



142 

at that time, no more than 1 percent of the public tweets had been gathered. Even with 

this limitation, their approach collected on average 350,175 posts (361,713, 452,348, 

and 263,465 tweets from Germany, the Netherlands, and Greece, respectively). 

Notwithstanding, our approach does not present these problems of arbitrary choices, 

is able to collect all the required data, and needs to gather only a fraction of the posts 

(16,851 posts by country, 4.8% of data). 

6.5 LIMITATIONS AND VALIDITY DISCUSSION 

Despite the rigor with which this study was conducted, it is possible that it may 

have been affected by the threats of validity. Next, we discuss the internal, external, 

construct, and conclusion validities.  

Internal validity considers whether the experimental design is able to support 

conclusions on causality or correlations. In this study, although the theory that inspired 

the definition of the set of SM performance metrics suggests a causality relation 

between the exposure and enhancing of attitudes regarding an individual, the objective 

was to find whether correlations—not causality—existed. The correlations found 

between the SM metrics and votes does not necessarily signify that SM impacts voting. 

Offline events, the behavior of candidates in debates, the effectiveness of their 

propaganda, and many other facts may equally impact both electoral results and the 

SM performance, leading to such a correlation. In this sense, we argue that measuring 

the SM performance may be a quick, easy manner with which to measure public 

opinion, complementing traditional polling methods but not replacing them. 

The external validity of the study measures its capability of being affected by 

generalization, i.e., the capability of repeating the same study in other research groups. 

In this sense, it is one of the few studies that applies exactly the same process, models 

and choices in different contexts, and is the only one that we have found that was 

applied in the elections of four different countries. However, the context of the countries 

is similar, since the selected countries are the most populous countries in Latin 

America. Thus, there are no guarantees that the approach proposed in this study may 

be used in different contexts, such as in Europe or Asia. 

However, we have evidence that the approach may be used in other contexts, both 

considering the country as well as the SM scenario changes. It was designed not to be 

dependent on a specific SM platform, so that it may capture the most commonly used 
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platform in the country and in the year of a given election, even if this platform does 

not yet exist, but is based on newsfeed. As an example, a preliminary version of this 

approach was applied equally to the 2016 U.S. and the 2018 Brazilian elections 

(BRITO, K. dos S.; ADEODATO, 2020), and presented similar results. It was also 

repeated in the 2020 U.S. elections and the results were published informally17 on a 

SM platform (LinkedIn) on the morning of election day, and also presented accurate 

results. 

Construct validity considers whether the models and metrics used in a study are 

a valid abstraction of the real world under study. In this sense, the study was performed 

using real-world data from the selected elections. A complete information system was 

developed for this task, as well as the publicly available polls. 

In terms of metrics, for correlation, the well-known Pearson coefficient correlation 

was used. For prediction evaluation, the most used metrics used in the polling domain 

were used. Lastly, for a statistical assessment of the results, the Wilcoxon signed-rank 

test was used. To reduce the bias, which may be introduced by using a small sample 

size for the Pearson correlations, as well as the choice of an arbitrary value to 

determine acceptable values for correlations, we used the correlation coefficient’s 

“rules of thumb”, statistically justified correlation coefficient. In addition, because the 

small sample size was a difficulty in the Wilcoxon statistical test of predictions, we ran 

the statistical test with data from all four countries aggregated, using a longer series of 

20 samples instead of a smaller series of 4 to 6 samples. 

Conclusion validity is concerned with the relationship between the treatment and 

the outcome, and determines the capability of the study to generate conclusions. 

Considering the ML model, we used three different models: MLP-BP, GRNN, and 

linear regression. The first two were chosen because they are well suited for this 

context. The third was used as a baseline model. 

Moreover, some different decisions could be taken. All studies were based on a 

combination of the three SM platforms: Facebook, Instagram and Twitter. It could be 

argued that the use of only one or two of the most appropriate platforms would lead to 

better results. We prefer not to use these combinations because in fact we may only 

know the most correlated platform with the final vote share after the election. It would 

 
17 Available at https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-

elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito. Viewed on: February 08, 2021. 

https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito
https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito
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also limit the generalization capabilities of our proposal. Moreover, in the preliminary 

results of this thesis regarding elections in Brazil and the U.S. (BRITO, K. dos S.; 

ADEODATO, 2020), it was not possible to make conclusive assumptions regarding the 

best number and combination of platforms used on the input model. Indeed, results 

show that the most suitable platform is dependent on the country being analyzed. The 

same occurred with selecting the size of the window for data gathering. Because it is 

hard to decide the window size beforehand, without adding a bias or arbitrary decision, 

we decided to use several different window sizes in an ensemble of networks. 

6.6 CONCLUDING REMARKS 

In this Chapter we have presented practical experiments that rejected the null 

hypotheses H1’, H2’ and H3’ in favor of the alternative hypotheses H1, H2, and H3, which 

enabled the research questions of this thesis, RQ1, RQ2, and RQ3, to be affirmatively 

answered. Thus, we conclude that: 

H1: It is possible to model the SM performance based on the interactions of users 

on the official profiles of candidates and find correlations between the SM and the 

electoral performances of candidates; 

H2: It is possible to define a process and create a model based on the SM 

performance of candidates, using an ML approach trained with traditional polls, which 

is capable of predicting election results with competitive results to traditional polls; and 

H3: It is possible to define a process and create a model based on the SM 

performance of candidates, using an ML approach trained with traditional polls, which 

is capable of making daily predictions of election results with competitive results to 

traditional polls. 

For this, we instantiated the defined processes SoMEN and SoMEN-DC in the 

context of the most recent presidential elections of the four most populous countries, 

with the highest GDPs in Latin America, namely: Argentina, Brazil, Colombia, and 

Mexico. 

Strong correlations were observed between the defined SM performance metrics 

and the electoral results. Also, the errors in predicting the final results of the elections 

were lower than or equivalent to the errors obtained by traditional polls. Finally, 

predictions made during the campaign period were close to the poll predictions, within 

the error margins of the polls.  
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Furthermore, it was presented how the proposals address the challenges of this 

research subject, and a direct comparison with related works was also performed. 

Lastly, we discussed study validity. 

The next chapter presents this thesis’ concluding remarks. 
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7 CONCLUSION 

“There are things we know we know. We also 

know there are known unknowns.” 

(Donald Rumsfeld) 

This thesis has investigated the correlations between SM performance and the 

electoral results of presidential elections, as well as the feasibility of using SM data and 

ML models for predicting elections. For this, a new set of metrics was defined, based 

on the engagement of citizens with the official profiles of candidates. A process was 

also defined to perform election predictions, and a machine learning model was 

created composed of an ensemble of artificial neural networks. Experiments were 

performed with data from the most recent presidential elections in four of the most 

populous Latin American countries, Argentina, Brazil, Colombia, and Mexico. 

The results of the experiments show that (i) there is a correlation between the SM 

performance of candidates and their electoral performance; (ii) it is possible to define 

a process and create a model capable of predicting election results based on the SM 

performance of candidates; and (iii) it is possible to define a process and create a 

model capable of performing daily nowcasting of election results based on the SM 

performance of candidates. 

In addition to answering the research questions, this thesis was also strongly 

based on the results of a systematic review of this new area of research. Thus, the 

proposed process and model attempted to deal with the main challenges recognized 

in previous studies, including the challenges presented by process, sampling, 

modeling, and performance evaluation and scientific rigor. 

We believe that this thesis may change the direction of future studies in this area. 

We have identified that the most commonly used approach based on volume/sentiment 

on Twitter posts might not be the most efficient, and have presented a new way of 

measuring performance on SM. Instead of considering how many people are talking 

about a candidate, the new approach considers how many people are paying attention 

to a candidate. We have also presented a new process which is capable of being 

repeated in different elections with minor adjustments. Moreover, the framework 

(process and model) is able to make predictions with data from different SM platforms, 
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even those that have not as yet become popular, using nonlinear ML models. Lastly, 

we went in pursuit of “suitable” models, and not the best. Thus, we believe that there 

is still a long road ahead in order to improve the election prediction scenario. 

We highlight that we made public two predictions before the final release of results: 

the prediction of the 2019 Argentinian election was published on Facebook18 on 

election day and attained better results than the considered polls at that time, and the 

prediction of the 2020 U.S. elections was published in LinkedIn19 on the day of 

elections, obtaining an MAE error 0.1 point lower than the RCP20 poll average. These 

results reinforce the claims that the proposed approach may be used in predicting 

elections in real-time, rather than only working with data from the past. 

Next, we summarize the contributions, list the publications arising from this work, 

and finish discussing possible future research topics to evolve. 

7.1 CONTRIBUTIONS  

The main contributions of this thesis are summarized as follows: 

• First: This thesis proposed a new approach for modelling SM performance, 

changing the focus from how many people are talking about a candidate to a 

new approach considering how many people are paying attention to a 

candidate. Thus, we defined a new set of metrics that may be used to measure 

performance on SM to be used as features in prediction. The correlation of this 

new set of metrics was tested on four electoral contexts, the most recent 

presidential elections in four Latin American countries, and high correlations 

were found. Thus, the hypothesis that there is a correlation between SM 

engagement and electoral results has been validated. It is also important to 

highlight that this new set of metrics is malleable, not dependent on specific 

SM platforms, and may be easily adjusted for different contexts where different 

SM platforms are most used. 

 
18 Available at https://www.facebook.com/notes/404228243926826/. Viewed on: January 13, 2021. 

19 Available at https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-

elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito. Viewed on: February 08, 2021. 

20 https://www.realclearpolitics.com/epolls/2020/president/us/general_election_trump_vs_biden-6247.html. 

Viewed on: January 13, 2021. 

https://www.facebook.com/notes/404228243926826/
https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito
https://www.linkedin.com/pulse/an%25C3%25A1lise-prevendo-o-resultado-das-elei%25C3%25A7%25C3%25B5es-nos-estados-kellyton-brito
https://www.realclearpolitics.com/epolls/2020/president/us/general_election_trump_vs_biden-6247.html
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• Second: A framework (SoMEN) was defined, composed of a process and an 

ML model capable of nowcasting electoral results, as well as an adaptation to 

nowcasting intermediary results during the campaign (SoMEN-DC). The 

processes defined the steps and the main decisions needed to perform 

predictions. The model defined an ANN architecture, composed of an 

ensemble of ANN, well suited to this kind of prediction. The SoMEN and 

SoMEN-DC achieved results that were competitive with traditional polls. Thus, 

the framework may be used both by the academia and the industry to perform 

electoral predictions, both the final vote share as well as nowcasting during the 

campaigns. It may also be very helpful for election campaigns so as to 

measure the impact of the campaign and the voting intention on a daily basis, 

which was not yet possible in Latin America due to the low numbers of polls 

performed in this region. 

• Third: To the best of our knowledge, this thesis has performed the most 

extensive, complete systematic review of the area of predicting elections 

based on SM data. Thus, new conclusions have been achieved, such as the 

low success rate achieved by the main approach based on Twitter 

volume/sentiment, and new possible approaches have been identified. We 

also identified the main challenges and indicated future directions in the areas 

of process definitions, model definitions, sampling, and evaluation. 

• Fourth: To the best of our knowledge, this is the second attempt at using the 

same approach for predicting multiple elections on Latin America, following on 

from the work of (GAURAV et al., 2013), but it is the first attempt at publishing 

results on the day of elections and before the official results, as we undertook 

with the Argentinian preliminary results. It is also the first attempt at using data 

from Instagram to predict the vote share of presidential elections. 

This is a multidisciplinary thesis and involves knowledge from the areas of 

polling and electoral predictions, social media studies, and machine learning. Thus, we 

emphasize the specific contributions for these areas. 

For the machine learning area, this thesis studied and applied ML for a new, 

as yet underexplored context, the prediction of electoral results. This context presents 

very specific challenges, such as the lack of historical data, the rapid change of context, 

a small number of samples and the existence of only one actual labeled data, the final 

result that is the aim of prediction. Also, this context presents external interferences, 
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such as the existence of bots or even the natural difference of the behavior of 

supporters on SM. Thus, we consider the proposals, including the new set of features, 

the training of each candidate individually, and the ensemble of many ANN for different 

windows, allowing accurate predictions with a smaller number of collected data points, 

contributions in the area of ML. 

For social media studies, this thesis has directly studied the correlation of SM 

performance and electoral performance, finding a high correlation. This result is, in 

itself, a relevant contribution for the area of social media studies, by finding correlations 

between online behavior and offline outcomes. This kind of result is difficult to be 

achieved by social scientists because they frequently face difficulties in accessing and 

processing the high volume of data needed for these calculations. Thus, by knowing 

this correlation, social researchers may derivate other studies, for example, to study if 

there is causality on the found correlations. 

For the subject of electoral predictions, the results of this thesis contribute by 

proposing an approach able to complement traditional polling. It may be used as in this 

thesis, by performing nowcasting on days with no polling, or may be included in the 

methodology of traditional pollsters, by updating their methodology to use both data 

from interviews and from SM. 

7.2 PUBLICATIONS ARISING FROM THIS WORK 

This section presents the publications that have arisen from this work. The 

research began long before the studies for this thesis was formalized, through the 

development of information systems needed for data collection on SM, based on the 

concepts of the web of social machines. These papers are listed in Chapter 6, Section 

6.1.2.1: Data Collection and Understanding section. Nevertheless, only the 

publications over the past four years, the formal period of this PhD study, have been 

included in this section. 

Articles Published in Journals 

• Brito, K. dos S., de Lima, A. A., Ferreira, S. E., de Arruda Buregio, V., Garcia, 

V. C., Meira, S. R. L. (2020). Evolution of the Web of Social Machines: A 

Systematic Review and Research Challenges. IEEE Transactions on 
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Computational Social Systems, 7(2), 373–388. 

https://doi.org/10.1109/TCSS.2019.2961269 

Articles Accepted for Publication in Journals 

• Brito, K. dos S., Silva Filho, R., Adeodato, P. J. L. (2021). A Systematic Review 

of Predicting Elections Based on Social Media Data: Research Challenges and 

Future Directions. IEEE Transactions on Computational Social Systems  

• Brito, K. dos S., Meira, S. R. de L., Adeodato, P. J. L. (2021). Correlations of 

Social Media Performance and Electoral Results in Brazilian Presidential 

Elections. Information Polity. 

Full Papers Published in Conference Proceedings 

• Brito, K. dos S., Paula, N., Fernandes, M., & Meira, S. (2019). Social Media and 

Presidential Campaigns – Preliminary Results of the 2018 Brazilian Presidential 

Election. In 20th Annual International Conference on Digital Government 

Research on - dg.o 2019 (pp. 332–341). New York, New York, USA: ACM 

Press. https://doi.org/10.1145/3325112.3325252 

• Brito, K. dos S., & Adeodato, P. J. L. (2020). Predicting Brazilian and U.S. 

Elections with Machine Learning and Social Media Data. In 2020 International 

Joint Conference on Neural Networks (IJCNN). Glasgow, United Kingdom. 

Retrieved from https://ieeexplore.ieee.org/document/9207147 

7.3 FUTURE RESEARCH 

We believe that this thesis may change the direction of future work in this area. 

Thus, we consider that many future works may be performed, such as: 

• Applying the proposed framework to other electoral contexts, such as 

presidential elections in Europe and Asia, as well as in other types of 

elections, e.g., parliamentary elections. Thus, it may be verified whether the 

approach is well suited to other kinds of elections and to other regions. Also, 

as our experiments were based on presidential elections of populous 



151 

countries, studies regarding the use of the framework for small elections, 

such as those for state governors or city councils, and to discover the 

minimal amount of data needed for predictions should also be investigated. 

Lastly, the correlations between the accuracy of results and contextual data 

from the place of elections, such as human development index or internet 

user penetration, may also be investigated. 

• Adjusting the process with different options. We believe that neither the 

process nor each of its phases, from election understanding through to 

evaluation, are final. Thus, they may be improved or tuned. We would make 

particular mention of the fact that the election understanding is focused on 

presidential elections that follow the model applied in Latin America, which 

will be different if applied to the U.S. Also, as discussed in Chapter 4, the 

evaluation remains a challenge, even for the polling research. Thus, more 

research regarding the evaluation of continuous polling is needed and must 

be tracked by researchers aiming to improve this research field. 

• Adjusting the model with different options. For example, instead of using 

PCA to reduce the dimensionality, different approaches to dimensionality 

reduction or feature selection may be used. Also, one more effective way of 

pruning polls, excluding outliers, must be defined and will probably improve 

the results. Moreover, instead of using an ensemble of machines using the 

datasets with many windows, different approaches may be tested. For 

example, each dataset may be tested individually with the polls, and the 

one with the best results could be used for future predictions. 

• Testing different ML learning strategies to improve the accuracy of 

predictions, as discussed on Chapter 5. Approaches based on online 

learning (LOSING; HAMMER; WERSING, 2018) avoids multiple training 

using all the datasets, thereby optimizing the process of daily predictions. 

Recurrent neural networks (MEDSKER; JAIN, 2001) are designed to learn 

sequential or time-varying patterns and may present good results in this 

context. Models based on the state space of latent variables, such as 

Kalman Filter (NÓBREGA; OLIVEIRA, 2019), may also be considered. 

Few-shot learning (WANG et al., 2020) approaches may be further 

investigated to tackle the problem of small datasets. Approaches of AutoML 

(HE; ZHAO; CHU, 2021), focused on automatically identify the best model 
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and hyperparameters may be also further investigated. Lastly, the use of 

explainable AI (GOEBEL et al., 2018), “white-box” approaches capable of 

explaining how the results were achieved, may lead to easy adoption of the 

predictions in practice. 

• As elections are dynamic, there is a possibility that changes may occur in 

the correlation patterns regarding the behavior of citizens on SM platforms 

and voting intentions, or even active attempts by politicians to manipulate 

and inflate their data. The framework presented in this thesis is able to 

capture and adapt to behavior changes or attempts at data manipulation in 

different ways, especially if they occur in a consistent manner. However, to 

allow the framework to better capture and adapt to sudden, unforeseeable 

changes of SM data patterns, the study and addition of concept drift 

approaches (LU et al., 2018) within the framework may also be promising. 
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