
  

Abstract—Social Machines (SM) is the term used to define 

processes in which the people do the creative work and the 

machine does the administration. The concept was scarcely 

studied until 2013, when the series of Workshops on Social 

Machines was created, and the topic began to receive more 

attention. However, it is not clear how research has evolved 

since then. This study aims to investigate and summarize how 

the research field of SM has evolved since 2013, to outline the 

state of the art and the practice and identify research 

opportunities within this field. We performed a systematic 

literature review analyzing the quantity and quality of 

publications, the main topics addressed, the current 

classifications of SMs, the context in which the concepts are 

used, and the main perceived challenges. We identified and 

analyzed 56 relevant studies addressing 12 topics, representing 

the current practical landscape of research regarding SM. Our 

findings suggest that (i) research interest in SM is increasing, 

but is still concentrated into two research clusters; (ii) topics 

are grouped under two main headings: (a) human behavior and 

(b) software development; (iii) there is still a need for a common 

taxonomy to define and classify SM; (iv) the main contexts are 

crowdsourcing and social networks, and the majority of studies 

are small-scale studies in an academic setup; and (v) more 

empirical rigor and evidence is needed regarding their use, 

benefits and challenges, despite some evidence regarding 

challenges related to user engagement, trust, scalability and a 

better human-machine collaboration. Finally, a vision of the 

future of SMs, with the integration of web of people, artificial 

intelligence and things, is also presented and discussed. 

 
Index Terms— Human-Machine Interaction, Social 

Computing, Social Machines, Systematic Review, Web 2.0 

 

I. INTRODUCTION 

he first use of the term Social Machines is attributed to 

Tim Berners-Lee [1]. In 1999, he defined it as 

"processes in which the people do the creative work and the 

 
Manuscript received December 31, 2018; revised June 01, 2019; 

accepted December 04, 2019. Date of publication XXXX. The associate 

editor coordinating the review of this manuscript and approving it for 

publication was Dr. Fei-Yue Wang. 

This research was partially funded by INES 2.0, FACEPE grants 

PRONEX APQ 0388-1.03/14 and APQ-0399-1.03/17, and CNPq grant 

465614/2014-0. 

Kellyton dos Santos Brito is with the Informatics Centre, Universidade 

Federal de Pernambuco and Department of Computing, Universidade 

machine does the administration." With certain exceptions, 

the idea was not thoroughly studied until the beginning of 

2010, when two clusters of researchers began new initiatives 

to better explore the concept. One of these initiatives created 

the series of Workshops on Social Machines, aiming to bring 

researchers together to discuss and develop a research 

agenda.  

Five years after the creation of the series of workshops, 

while there has been a notable intensification of research in 

this area, it remains unclear as to whether or how research 

has evolved. Questions regarding results, subareas, benefits 

and challenges are still very hard to answer; and to the best 

of our knowledge, we have been unable to find a study that 

summarizes or even discusses these questions. 

The aim of this work is to contribute to close this gap by 

investigating and summarizing the state of the art and 

practice of Social Machines research field and identify key 

research challenges and opportunities. A systematic 

literature review was performed, starting with all the papers 

published in the Workshop of Social Machines from 2013 to 

2017 and including, in a three-level snowballing strategy, 

studies that referred to them. We then filtered and analyzed 

the relevant studies in order to answer questions regarding 

the quantity and quality of publications, the main topics 

addressed, the context in which the concepts are used, 

current classifications of SM and the main perceived 

challenges.  

The analysis was performed on 56 studies. Our findings 

suggest that research on SM is attracting attention from 

academics in several areas, mainly focused on 15 topics 

ranging from social software to software engineering. We 

also identified two main clusters of researchers, one focused 

more on human-machine interaction, and another focused on 

software aspects, such as relationship-aware systems. 

However, this field of research is still in its infancy, and 
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some challenges were identified, such as the lack of a 

common taxonomy and classification, and the need for more 

empirical evidence regarding their use, benefits and 

challenges. 

The remainder of this paper is organized as follows: 

Section II presents the background and previous studies 

related to this work, followed by Section III, which presents 

the review method and procedure employed in this study. 

Section IV provides an overall summary of the results and 

quality assessment, while Section V discusses the answers to 

the predefined research questions and highlights the 

findings. Section VI presents a discussion about the Future 

of Social Machines, and Section VII reviews the limitations 

of the study. Finally, Section VIII, concludes and summarize 

the outcomes. 

II. BACKGROUND AND PREVIOUS STUDIES 

In his book, Tim Berners-Lee [1] first defined Social 

Machines as "processes in which the people do the creative 

work and the machine does the administration." 

Until 2010, very little additional research had been 

conducted based on this concept. We highlight the review 

published by Roush [2] in 2005, discussing the current 

technology shift and the concept of continuous computing. 

Roush also pointed out that "computing means connecting". 

Additionally, in the early stages of SM research, Meira [3] 

published a seminal paper bringing a new interpretation of 

SM in a particular setting: 

"A network of programmable machines that are 

connected to each other and also connect people and 

institutions in a web of computing, communication and 

control that needed a much more abstract description and 

formalization than its external behavior in the form of a 

public (web) interface and number of APIs on top of the de 

facto standard internet protocols." 

Meira's interpretation was not only focused on social 

relationships between people and machines, as defined by 

Berners-Lee, but mainly between machines. Furthermore, 

his work also proposed an algebra that was able to describe 

these networks. 

In 2012, the "SOCIAM: The Theory and Practice of 

Social Machines" project was created: an effort funded by 

the Engineering and Physical Sciences Research Council 

(EPSRC) involving three leading UK universities: 

University of Oxford, University of Southampton and 

University of Edinburgh. The aim, according to the 

SOCIAM website (sociam.org), was "to produce the first 

major interdisciplinary research insights into the realm of 

social machines." Their premises were strongly based on 

Berners-Lee’s initial definition of SM, as stated by Shadbolt 

[4]: 

“Social Machines can be characterised as assemblies of 

manually executed and machine-driven (as in ‘automatised’) 

services and the interaction of such services.” 

On the other side, in a partnership between Brazilian and 

the United Arab Emirate (UAE) researchers, the concepts 

presented by Meira were also developed, focusing on 

software engineering aspects and software architecture for 

the development of SM, as stated by Buregio [5]: 

We characterize the “Social Machines” paradigm as a 

result of the convergence of three different visions: (i) Social 

Software, (ii) People as Computational Units, and (iii) 

Software as Sociable Entities. 

In the first Workshop on Social Machines, which took 

place at the International World Wide Web Conference held 

in 2013, these and many other researchers had the 

opportunity to discuss and share their results in a specific, 

specialized forum. It may be argued that the first Workshop 

on Social Machines launched a new area of research; 

nevertheless, due to the short time span of research, it is still 

difficult to find studies that summarize the main aspects and 

results of these initiatives. One initiative in this direction is 

presented in [6]. Despite the book’s objective is not the 

summarization and analysis of this research field, a strong 

and detailed correlation between Social Machines and 

Artificial Intelligence is presented. Another initiative is a 

very recent book, published after first submission of this 

work, that summarize the conclusions of SOCIAM project  

[7]. Although it provides a detailed discussion of Social 

Machines, the book focuses entirely on the SOCIAM project 

and neglect many relevant related studies, such as Meira’s 

and Buregio’s contributions. 

III. RESEARCH METHOD 

The method chosen for this research was a systematic 

literature review, which has proven to be an effective manner 

with which to identify, evaluate, interpret and compare 

studies that are relevant to a particular question or area [8]. 

Following the guidelines defined by [8], the method used in 

this research is defined below. 

A. Research Questions 

To define the research questions of this study, we returned 

to the main objective: 

To investigate and summarize how the research field of 

Social Machines has evolved since 2013, to outline the state 

of the art and practice and identify research opportunities in 

this field. 

Then, the following research questions were derived: 

• RQ1: How many papers focusing on the research and 

practice of Social Machines were published between 2013 

and 2017? 

This question aims to verify whether the area is receiving 

attention from researchers and whether new studies are being 

conducted. 

• RQ2: Which individuals and organizations are most 

active in SM-based research? 

The objective of this question is to investigate if the 

initially-identified two groups of researchers are still active, 
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if other researchers and organizations are also investigating 

the area and how this research has spread around the world. 

• RQ3. Which topics of Social Machines are being 

addressed? 

Considering that SM is a broad area, covering both social 

and technical aspects, this question aims to identify which 

specific topics are being addressed. 

• RQ4: What are the current classifications of Social 

Machines? 

This question aims to identify how the characterization of 

SM evolved after the two initial classifications proposed by 

Shadbold and Buregio in 2013, whether they are being used 

in the practice and whether other classifications have 

replaced them. 

• RQ5. In which contexts are the concepts of SM being 

used? 

Aiming to verify whether SM concepts are being used in 

a particular context or application domains, this question is 

intended to ascertain as to whether the concepts of SM are 

best suited to or receiving particular attention from any 

particular context. 

• RQ6. What are the main challenges of developing 

Social Machines? 

This question aims to identify the main perceived 

challenges, and the knowledge gaps and opportunities in this 

new area. 

B. Research Team 

A team of six researchers have developed this study, three 

of whom, Kellyton Brito, Alysson Lima and Sergio Ferreira, 

are undergoing Ph.D. studies and composed the reviewer 

group. Vinicius Garcia, Vanilson Buregio and Silvio Meira 

are full-time lecturers and experts in the research and 

practice of SM and composed the supervisor group. It is 

important to note that, as presented in Section II, Silvio 

Meira and Vanilson Buregio may be considered pioneers in 

the research of SM. 

C. Decision Procedure 

All team members were involved in defining the scope, 

research objective, research questions and protocol, as well 

as discussing the findings. The review process was 

implemented by the reviewer group, under the direction of 

the supervisor group. 

Important activities in a systematic study may lead to 

conflicts requiring decisions regarding study selection, 

quality assessment and data extraction. It is thus 

recommended that such activities be performed by at least 

two researchers. In order to address these situations, and to 

diminish threats to validity, for this study we defined a 

decision and consensus procedure, as described below. 

During the review process performed by the reviewer 

group, the decision procedure began with all three 

researchers individually performing all activities related to 

the study selection, quality assessment and data extraction. 

After individual evaluation, the results were integrated into 

an Agreement/Disagreement table and a meeting was held. 

Afterwards, all the results with at least one disagreement 

were discussed by the members until a final consensus was 

reached. 

D. Search Process 

This research considered the creation of the series of 

Workshops on Social Machines was a landmark for initiating 

the systematic research within this area. Thus, the search 

strategy was a three-level reverse snowballing search based 

on articles published in the workshops from 2013 to 2017 

and articles that referred to them, as follows: 

- Level 1: All articles published in the workshops; 

- Level 2: All articles referencing Level 1 papers; 

- Level 3: All articles referencing Level 2 papers. 

For Level 1 articles, a manual search was performed 

regarding the proceedings of the workshops. For Level 2 and 

Level 3, a manual search was performed using Google 

Scholar and ACM databases, which have options to list 

articles referencing specific articles. In order to verify 

consistency, an open search of the term "social machine" 

was also performed in electronic libraries (ACM Digital 

Library and IEEE Xplore) and samples of the results were 

compared with results of the snowball sampling. All search 

processes were performed in October 2017. 

E. Study Selection 

Study selection was performed by applying inclusion and 

exclusion criteria. 

Inclusion criteria consisted of: 

I.1 - Articles published between 2013 and 2017; 

I.2 - Articles written in English; 

I.3 - Articles published in peer-reviewed journals, 

conference or workshop proceedings; 

I.4 - Articles published as full papers; 

I.5 - Articles in which the study or the use of SM are 

directly addressed; 

Exclusion criteria consisted of: 

E.1 - Publications dated before 2013 or not written in 

English; 

E.2 - Short or demonstration publications, theses, 

technical reports and book chapters; 

E.3 - Publications in which SM are only briefly cited or 

not directly addressed. 

The criteria used to verify short articles (I.4 and E.2), were 

(i) articles that are clearly mentioned as one of these 

categories; and (ii) articles with no more than 3 full pages, 

excluding references. 

F. Quality Assessment 

One initial difficulty regarding the quality assessment is 

that there is no established manner with which to define 

study "quality". In this study we have used the premise 

suggested by [9], in which quality relates to the extent to 

which the study minimizes bias and maximizes internal and 
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external validity. Thus, we focused the quality assessment 

on the rigor of the study. Hence, we proposed the following 

quality assessment questions: 

- QA1: Is the research problem clearly specified? 

- QA2: Are the research questions clearly identified? 

- QA3: Are the findings/results clearly reported? 

- QA4: Are bias and threats to validity clearly discussed? 

The scoring procedure was: Yes, if the study clearly 

answered the question; Partially, if the answers were implicit 

or could be inferred by the reader; or No, if the study did not 

address the question. The quality score was Yes = 1, Partially 

= 0.5 and No = 0 for each question, and the overall quality 

of a publication was calculated by adding all the quality 

scores received. 

G. Data Extraction and Synthesis 

In accordance with previously defined research questions, 

this study used a data extraction schema to collect relevant 

data from primary studies. Collected data included 

publication metadata and evaluation data. Metadata was 

used to draw a general picture of research on SM, and to 

answer RQ1 and RQ2. Metadata included authors, 

affiliation, publication title and year as well as the venue type 

and name. Evaluation data was used to support the research 

of remaining research questions, such as whether the study 

was related to SM classifications, if it presented 

experimental results, and its context (place, scale and 

domain). In addition, data already gathered on quality 

assessment (whether the study discusses its results and 

validity) was included to support answers for RQ6. The data 

extraction schema is listed in Table I. 

 
TABLE I.  DATA EXTRACTION SCHEMA 

 

IV. REVIEW RESULTS 

In this section, we provide an overall summary of the 

results and quality assessment. The findings and answers to 

the predefined research questions are discussed in the next 

section. 

Following the search sequence, we gathered 252 studies 

using snowball sampling. After applying the first set of 

inclusion and exclusion criteria (I.1 - I.4 and E.1 - E.2), 175 

potential studies was selected. After reading the abstract, 

introduction and conclusions of each paper and applying the 

last criteria (I.5 and E.3), which considers whether the study 

or use of SM are directly addressed by the paper, the final 

list of 56 selected studies was generated. A partial summary 

of data collected from the 56 studies is presented in Table II. 

Table III presents the quality scores for each assessment 

question. 

It is important to highlight that in the last filter we not only 

considered studies clearly referring to the term "Social 

Machines", but also studies that referred to other concepts 

which, depending on the use, could be considered SM. 

Examples include social computing, when considering a 

notion of hybrid man-machine intelligence [10]; hybrid-

computing elements, referring to systems as compositions of 

human-based computing elements and machine-based 

computing elements [11]; and works related to 

crowdsourcing applications [12], [13], which considers 

crowdsourcing as one of the most common examples of SM. 

From the final list of 56 studies, 8 (14%) were published 

in academic journals, 22 (39%) published in proceedings and 

presented at conferences, and 26 (46%) were published in 

proceedings and presented at workshops. The high number 

of workshops was expected due to the prevalence of the 

SOCIAM workshop. 

A total of 5 studies was found to be directly related with 

the classification or categorization of SM and were used as 

input for the analysis of RQ4. Moreover, 31 papers presented 

experimental evidence, and were used as input for RQ5 and 

RQ6. 

Regarding quality assessment, we may highlight some 

limitations of the existing studies on SM. From the 56 

selected papers, only 5 studies presented any kind of 

discussion on limitations or validity, such as conclusion 

validity, internal or external validity. Therefore, even if 

conclusions were presented, almost none of the studies could 

claim that (a) conclusions were related to the use of SM 

paradigms and no other variables (conclusion validity); (b) 

the experimental design was able to support the conclusions 

(internal validity); or (c) the results could be generalized to 

other situations (external validity). Moreover, only 31 

studies (55% of the total) presented any kind of empirical 

evaluation supporting its results. In addition, 30% of the 

papers did not provide a clear discussion on the obtained 

results. 

These limitations impaired the results of this review, 

particularly RQ6: “What are the main challenges of 

developing Social Machines?”. This could not be fully 

answered due to the lack of empirical data and discussions 

for drawing conclusions. One of the first conclusions of this 
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study therefore, is that a more scientific rigor in studies on 

SM is required in order to better understand the area. 

 

 

TABLE II.  SUMMARY OF DATA COLLECTED FROM THE 56 PRIMARY STUDIES 

Study 
Ref. 

Year Venue Acronym 
Venue 
Type 

Classification Experimental 
Context - 

Place 
Context - 

Scale 
Context - Domains 

PS01 2015 EDOCW C N Y I S Enterprises 

PS02 2014 CollaborateCom C N Y A L Educational, Social Network 

PS03 2016 FORECAST WS N N A - - 

PS04 2015 IW3C2 WS N Y A L Web Observatory 

PS05 2016 ICWE C N N A - - 

PS06 2015 CARE/MFSC@AAMAS C N Y A L Urban Mobility 

PS07 2013 IW3C2 WS N Y I L Crowdsourcing 

PS08 2015 Internet Computing J N N I - Enterprises 

PS09 2016 PACIS C N N I - Customer Support 

PS10 2015 WebSci C N Y A S CrowdSourcing, Social Network 

PS11 2015 WebSci C N Y I S Enterprises 

PS12 2015 WETICE C N Y I L Enterprises 

PS13 2014 IEEE Intell. Syst. J N N A - - 

PS14 2014 IW3C2 WS N Y A S Creative Media 

PS15 2013 IW3C2 WS N N A - Crime Open Data 

PS16 2016 IJRITCC J N Y A S Quizzes 

PS17 2015 J. Web Eng J N Y A S 
Search, Politician, Urban Mobility, 
Movies, Images 

PS18 2015 WebSci C N N A - - 

PS19 2016 ISWC C N N A - - 

PS20 2016 IW3C2 WS N N A - - 

PS21 2015 Comput. Netw J N N A - - 

PS22 2016 ICGSEW C N Y I S Crowdsourcing 

PS23 2016 WoT C N Y A S Social Network, IoT 

PS24 2013 IW3C2 WS N Y A S Social Network, Crowdsourcing 

PS25 2014 IW3C2 WS N N A - Social Network 

PS26 2017 COGNITIVE C N N A - - 

PS27 2013 EDOCW C N N A - - 

PS28 2014 AAMAS C N N A - Social Computing 

PS29 2015 WebSci C N N A - Iot 

PS30 2015 IW3C2 WS N Y A - Urban Mobility 

PS31 2014 IW3C2 WS N Y A S - 

PS32 2016 CSCWD C N Y A S Crowdsourcing 

PS33 2016 IW3C2 WS N Y A S - 

PS34 2013 IW3C2 WS N N A - - 

PS35 2015 IW3C2 WS Y Y A S - 

PS36 2016 AMECSE C N Y A S Crowdsourcing 

PS37 2017 SAC C N Y A L Urban Mobility 

PS38 2016 WebSci C Y N A - - 

PS39 2016 Phenom Cogn Sci J N N A - - 

PS40 2013 IW3C2 WS Y N A - - 

PS41 2015 IW3C2 WS N N I - - 

PS42 2014 IW3C2 WS N Y A L Social Network 

PS43 2013 IW3C2 WS N N A - Health 

PS44 2013 IW3C2 WS N Y A S - 

PS45 2016 IW3C2 WS N N A - - 

PS46 2013 IW3C2 WS Y Y A S - 

PS47 2016 IW3C2 WS N Y A S Social Network 

PS48 2015 IW3C2 WS N Y I L Government 

PS49 2017 CICM C N Y A S Forums 

PS50 2017 ACM Comput. Surv J N Y A S - 

PS51 2016 IW3C2 WS N N I - - 

PS52 2016 ARES C N Y I S Software teams 

PS53 2016 IW3C2 WS Y Y A S - 

PS54 2013 Found. Trends Web Sci. J N N A - - 

PS55 2015 IW3C2 WS N Y A S Crowdsourcing 

PS56 2014 IW3C2 WS N N A - CrowdSourcing, Social Network 
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TABLE III. QUALITY ASSESSMENT SCORES 

 
 

V. DISCUSSION OF RESEARCH QUESTIONS 

In this section, we address the research questions 

presented in Section III. 

A. RQ1: How many papers focusing on the research and 

practice of Social Machines were published between 2013 

and 2017? 

The distribution of publishing years is shown in Fig. 1. 

The distribution demonstrates that, despite a small decrease 

in 2014 in comparison with 2013, the number of publications 

began to increase over the following years. One of the 

reasons for the decrease in 2014 may have been that 

researchers who published in the first year of the workshops 

were still developing new results and thus did not publish in 

2014. In fact, only three authors, who are co-authors of the 

same papers in the period, published both in 2013 and 2014. 

On the other hand, in 2015 and 2016 the number of 

publications increased, and authors of the 2013 publications 

appeared once more, presenting new results from their 

research. 

It should be noted that as the search process was 

performed in October 2017, many papers published in 2017 

were not retrieved by this study and were therefore not 

considered in this analysis. 

B. RQ2: Which individuals and organizations are most 

active in SM-based research? 

The 56 selected studies were conducted by a total of 125 

authors and co-authors from 18 different countries. Thirty 

authors were involved in more than one study, and 10 

authors were involved in 4 or more studies. A list with 

authors of three or more publications is presented in Table 

IV. 

 
Fig. 1.  Study distribution over the publication years 

There is no surprise regarding the two most active authors. 

Indeed, they not only presented the two first classification 

frameworks of SM in 2013 but have continued to conduct 

their research on this topic. We also detected groups of 

researchers who have frequently co-authored studies. There 

are clearly two researcher and institutional clusters: the 
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SOCIAM project, in the UK, headed by Shadbolt, and a 

partnership between Brazilian and UAE universities, headed 

by Buregio. 

This data is reinforced by the analysis of the institutions. 

Authors were distributed amongst 43 institutions, 12 of 

which appeared in more than one paper. From these, 7 are 

from one of two identified clusters. On the other hand, new 

research on SM was also performed in Cairo University 

(Egypt), the International Institute of Information 

Technology (India) and the University of Lyon (France). 

The list showing institutions with one or more papers is 

presented in Table V. 

 
TABLE IV.  AUTHORS OF 3 OR MORE PUBLICATIONS 

 
These 56 studies focused on SM scattered amongst 27 

different venues. As expected, the Workshop on Social 

Machines (formally identified as the "International World 

Wide Web Conference Committee - IW3C2"), was the main 

venue, with 25 publications. In second place, the ACM Web 

Science Conference (WebSci) appeared with 5 publications. 

In fact, since 2015 the conference has included "Social 

machines, collective intelligence, and collaborative 

production" as possible topics for submission, encouraging 

additional proposals in the field of SM. In addition to these 

venues, two articles were published in EDOCW, and all 

other venues published only one article. This data indicates 

that the Workshop on Social Machines is still the main forum 

for researchers in this area, and, although the topic is 

receiving attention from other web-related conferences, it is 

still dependent on the workshop. 

Considering the mentioned dependence on the SOCIAM 

Workshop, it should be mentioned that it was not held in 

2018, which thereby indicates that the last edition was in 

2017. Thus, a further question needs to be investigated over 

the coming years as to whether or not research in the area 

will continue and grow in other venues. 

C. RQ3. Which topics of social machines are being 

addressed? 

Topic identification was performed according to 

grounded theory data analysis presented by Strauss and 

Corbin [14]. The first step in encoding the data is the open 

coding process, when researchers first assign all meaningful 

quotations to a major higher-level category of information. 

Next, researchers organize these categories further through 

axial coding, and categories emerge from related sub-

categories. Finally, selective coding is performed, in order to 

classify all categories around a core category. 

In this study, this process was performed twice: (i) by 

researcher qualitative open coding; and (ii) using study 

keywords as the input of open coding step. 

Qualitative Coding and Analysis 

In this analysis, the open coding process was performed 

by researchers, who read each study abstract, introduction 

and conclusion, and assigned an open quotation to them. It 

was suggested that 2 or 3 quotes should be assigned to each 

study. 

In the first round of open coding 110 different quotations 

were assigned to the 56 studies. By aligning synonyms, the 

number was reduced to 98. Then, after axial coding similar 

categories were grouped together, and topics were grouped 

into 12 different categories, as presented in Table VI. 

 
TABLE V.  INSTITUTIONS WITH MORE THAN 1 PUBLISHED PAPER 

 
Most present categories include software engineering and 

development (37 studies), and collaboration: crowdsourcing 

and collaboration (between humans) and human-machine 

collaboration. Also, other technical categories were also 

identified, such as data-centric approaches, artificial 

intelligence, internet of things and smart cities and 

enterprises. Other non-technical categories, related with 

human behavior and concerns were also verified, such as 

questions regarding security and privacy, individuals and 

web observatories. Finally, studies regarding theory and 

definitions, as well as the agenda and future of SM was also 

established. 

Lastly, through the selective coding, analyzing and 

grouping these categories, three main areas emerged in the 

field of social machines: (i) human behavior, including 

collaboration amongst humans and amongst humans and 

machines, concerns about human behavior and their security 

and privacy, and web observatories; (ii) SM software 

development, including software engineering, data-centric 

approaches, artificial intelligence and smart things, cities 

and enterprises; and (iii) theory and future, including the 

study of the foundations and future of SMs. 
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Keyword Analysis 

The direct keyword analysis was performed to check the 

results of open coding and verify whether any important 

topic had escaped consideration. In this analysis, we 

extracted 155 different keywords from the 56 studies. Of 

these, only 26 appeared more than once, the main highlights 

being social machines with 29 occurrences, crowdsourcing 

(6 occurrences), web science (5), web 

observatory/observatories (4) and socio-technical systems 

(4), followed by software development-focused topics, such 

as software engineering (3), design (3), distribution and 

social computing model (3), and computing element (3). 

By performing axial coding without considering the 

generic keyword Social Machine/Machines, we classified 

the addressed keywords into 13 categories, as presented in 

Table VII. Within these categories, some people-centered 

topics may be noted, such as (i) crowd engagement and 

online communities, (ii) social computing model, where 

people participate actively in the software activity; (iii) 

transparency and participation and (iv) cities and citizens, 

focusing on the engagement of citizens in government and 

city activities; (v) identity, privacy and trust, mainly focused 

on the security of personal data sharing; and (vi) other 

socially-related topics. On the other hand, software related 

topics may also be encountered, such as (vii) software 

engineering, in a broader approach; (viii) agent-based 

software; (ix) internet of things; and (x) artificial 

intelligence. Finally, topics regarding (xi) workflows and 

information flows and (xii) web science, may also be 

identified. 

By performing selective coding, we may identify two core 

groups. The first consists of categories (i) – (vi) and is related 

to people activities as part of social machine systems, and 

deal with its related concerns, such as people engagement 

and security concerns. The second is related to the 

development of software that, in many cases, supports the 

activities of the first group, and consists of categories (vii) – 

(xii). The union of these categories forms the core category 

of Social Machines.  

This result is very compliant with the open coding results, 

through the identification of two main subareas: one related 

to (i) human behavior and people-involved computing; and 

another related to technical aspects of (ii) SM software 

development.  In addition, some identified subcategories are 

the same (such as software engineering) or very similar, such 

as crowdsourcing and collaboration and crowd engagement 

and online communities. Thus, based on these similarities 

and considering that the first classification presented in 

Table VI is more complete, including the theory and future 

category, we consider this topic identification the most 

appropriate. 
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TABLE VII.  IDENTIFICATION OF TOPICS BASED ON KEYWORDS 

 
 

D. RQ4: What are the current classifications of Social 

Machines? 

To answer this question, data extraction identified which 

papers were related to classifying social machines, and five 

papers were selected. 

Two seminal papers were already expected, the works of 

Shadbolt [4] and Buregio [5], both from 2013. 

Shadbolt aimed to define an initial classificatory framework 

based on areas of (a) contributions (tasks, purpose and context 

of participation), (b) participants (participants and roles) and (c) 

motivation (motivation and incentives), and constructs related 

to each area. Examples of constructs include: 

• Tasks, purposes and context of participation: activities 

involving creative production of content/subjective appraisal of 

content/solving definable computation tasks; tasks are domain 

specific, and physical location of participation is relevant to the 

service. 

• Participants and roles: participant autonomy; participant 

anonymity, generality of audience. 

• Motivation and incentives: participants are intrinsically 

motivated (to gain/share knowledge, to be social, for the benefit 

of society as a whole, etc.), or are motivated by extrinsic reward 

(payment or status). The list of consolidated constructs of SM, 

according to Shadbolt, is presented in Fig. 2.  

Even though Shadbolt’s classification also includes solving 

computation tasks or sets of problems, his work is strongly 

based on the human-machine interaction. 

 
 Fig. 2.  Consolidated constructs of SM[4] 

On the other hand, Buregio proposed a broader classification 

framework, characterizing SM as a convergence of three 

visions: (i) social software; (ii) people as computational units; 
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and (iii) software as sociable entities. By using Buregio's 

framework, all social machines identified by Shadbolt could be 

classified as social software (such as Facebook) or people as 

computational units (such as reCaptcha). In addition, Buregio 

focused on software as sociable entities, such as some types of 

web services and, perhaps the most innovative contribution of 

his work, relationship-aware systems. This classification is 

presented in Fig. 3. 

 

 
Fig. 3.  Classification of social machines by Buregio[5] 

In addition to these seminal studies, three others were 

identified. In 2015, Vass & Munson [15] presented one 

approach to describe and analyze SM based on developing 

principles of social constructionist theory adapted for web 

science. They focus on the concepts of agency, which may be 

human or non-human, and reflexivity, composed of levels of 

recognition and responsivity. 

Based on qualitative observations and their experiences 

building SM, in 2016 Hooper et al. [16] presented an approach 

based on scope and change. Hence, they defined four analytical 

dimensions: (i) geographical scope, (ii) temporal scope, (iii) 

social scope, and (iv) changing: functionality, users, data and 

context. Also in 2016, Halcrow et al. [17] proposed a further 

classification, a model of an online/offline community to 

analyze the sociality of SM, called the SPENCE model. The 

model is constituted of 5 facets: (a) Settlement, (b) Proximity, 

(c) Exchange, (d) Network, (e) Channels, and (f) 

Entrepreneurship, and each facet has one or more concepts and 

sub-concepts, as presented in Fig. 4. For example, the 

settlement facet has external and internal concepts, proximity 

may be geographical or psychological, and exchange may occur 

through communication, information-seeking or diffusion.  

By analyzing these classification frameworks, certain 

conclusions may be drawn. First, to date, there is no common 

classification framework with which to describe and analyze 

social machines. Identified studies presented classifications 

starting from different viewpoints, as presented in this section, 

and it is even difficult to compare proposed classifications. 

Similarly, they did not present case studies or practical data on 

the same social machines, thereby not allowing a comparison 

of the presented models. 

In addition, despite different starting points, some 

classification overlaps may be identified. For example, in spite 

of using different definitions, three studies, [4], [16], [17], 

defined a geographical characteristic of SM. In addition, using 

different words and definitions, three studies, [15]–[17], 

presented some characteristics very close to what Buregio [5] 

had already defined as relationship-aware systems. 

Based on these results, we are able to indicate two future 

studies that could lead to improvements in the area of 

characterizing SM: (i) one that applies all of these classification 

models to the same set of social machines, in order to evaluate 

and compare their quality and usefulness; and (ii) one that 

identifies their similarities and proposes a common framework 

for understanding, defining and classifying social machines. 

  
Fig. 4.  The SPENCE model [17] 

E. RQ5. In which contexts are the concepts of SM being 

used? 

In accordance with suggestions by [8], this study has 

considered context to signify (a) place: academia or industry; 

(b) scale: small or large; and (c) application domain. 

Identifying the context of studies was a challenging task. 

First, many studies were purely theoretical, and experimental 

evidence could be found in only 31 studies (55% of the total). 

In addition, even in these papers, the context was very often not 

clearly stated.  

Regarding place, we considered as academia all studies that 

did not clearly state a relationship to an industrial environment. 

Considering this criterion, the majority (80%) of the 56 studies 

were performed within an academic context, while only 20% 

were performed in an industrial setup. 

For scale analysis, only the 26 studies with experimental 

evidence were taken into consideration. From these, scale 

information could be found in 21 studies: 4 were performed in 

large scale projects (more than 100 estimated subjects), while 
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the other 17 were small-scale projects. These numbers signify 

that only 7% of the studies provided empirical evidence based 

on large-scale projects, thereby constituting a very small 

percentage of the total. 

Finally, we planned to perform the same process previously 

presented and used in the analysis of Q3, open coding and axial 

coding, for domain identification. Thus, by performing an open 

coding step only 19 domains were identified in the 56 studies, 

even considering that some studies were applied in many 

domains. We therefore performed a simplified qualitative 

analysis, and have presented all the identified domains in Table 

VIII. 

Most identified domains pointed to crowdsourcing (10 

studies) and social networks (9 studies). This may be explained 

because many researchers do not aim to build new social 

machines, but rather focus on analyzing those that already exist, 

mainly Wikipedia and Galaxyzoo/Zooniverse (crowdsourcing), 

and Facebook and Twitter (social networks). However, some 

new proposals may be found, such as studies related to building 

enterprise SMs, urban mobility (including ridesharing) and 

studies related to the internet of things, thereby demonstrating 

that these areas, focused not only on the web but also in 

“offline” topics, are receiving some attention from researchers. 

F. RQ6. What are the main challenges of developing Social 

Machines? 

As presented in the quality assessment (Section IV), there is 

a lack of empirical data to assess the challenges (and benefits) 

of developing social machines: only 55% of the studies 

presented any empirical data, and only five (9%) discussed the 

limitations or threats to validity. In addition, even when 

empirical data was present, in most cases the discussion was not 

directly related to the development of SM, but to an associated 

area such as crowdsourcing. Furthermore, in 30% of the papers, 

a clear discussion of the results was missing. We therefore 

consider that the first challenge of research in the area of social 

machines is to increase the number of empirically based studies, 

with a clear discussion on its results and limitations. 

 
TABLE VIII.  IDENTIFIED DOMAINS 

 
 

To identify the main challenges of developing SM, we 

considered the five studies that discussed their limitations, 

where we may usually find the problems encountered, 

challenges and proposals for future work. Three of them 

presented results directly related to the development of SMs.  

The authors of [18] focused on user engagement of SM 

ecosystems. They concluded that user values and experiences 

are essential factors for the success or failure of a SM. The study 

also indicated the importance of presentation and the 

granularity of geographical and time data, as well as the 

existence of mechanisms to facilitate trust and fun within a SM. 

Trust was also presented as a challenge in conjunction with 

scalability in [19]. Moreover, they highlighted that a better 

characterization of the human-machine network is still needed, 

in agreement with our discussion in RQ4, regarding research on 

human-machine cooperation. Finally, [13] performed some 

experiments focused on testing their tool in "diverse and 

complex decisions of crowdsourcing processes". Despite 

presenting some lessons learned, although many of them were 

not directly related to the development of social machines, one 

of the main findings is that DSSs (decision support systems) 

may improve the user performance in designing crowdsourcing 

(seen as social machines) processes. 

In addition to this discussion, we would reinforce that the 

main conclusion is that the very first identifiable challenge of 

SM research is the need for more empirical evidence, preferably 

capable of generalizations, and to analyze and assess the real 

impact of the initiatives of SM. 

Moreover, by analyzing other research questions, more 

challenges were identified: 

As presented in Subsection B of Section V, most publications 

have appeared in the Workshop on Social Machines, held in 

conjunction with the World Wide Web conference. However, it 

seems that the last year of this workshop was in 2017, 

verification is required as to whether the research and 

publishing of studies related to SM will spread to other venues. 

 As presented in Subsection D of Section 5, there is still a 

lack of a common definition and classification of social 

machines. A cross-study was not encountered that used or 

compared current classifications, nor a study that identified 

their similarities and proposed a common framework in order 

to understand, define and classify social machines. 

As presented in Subsection E of Section 5, the concept has 

mainly been studied in the domains of crowdsourcing and social 

networks. Although there are studies regarding other topics, 

such as enterprises, urban mobility and IOT, it is still very 

incipient, and more research focused on domains other than 

crowd and social networks are needed.  

VI. THE FUTURE OF SOCIAL MACHINES  

The results indicate that SM research is still in its infancy. In 

this section, a discussion about its future is presented. 

A. Common Definitions 

As Shadbolt [7] observes, “Social machines are … in one 

sense, as old as the hills, and in another, as novel as the 

technologies that underlie them—the World Wide Web, social 

networking, smartphones, and so on.” Indeed, researchers use 

the term in a variety of ways. In some cases, they refer to any 

kind of human–computer interaction system or social network. 

Thus, as presented and discussed in Section V, studies aimed at 

defining a common SM taxonomy are necessary because clear 

definitions may enhance its development by reducing 

misunderstanding. 
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B. The Human Cloud, Collective Intelligence, Security, and 

Privacy 

SMs and the social web are on the top of the era of people as 

a service—when people, or “the crowd”, are requested by 

machines to solve tasks, issues, or problems that require 

cognitive intelligence. This phenomenon is also called “the 

human cloud” [20][21], a metaphor from a machine’s point of 

view: machines and software in the digital world access the 

cloud (of humans) as needed to perform difficult tasks. 

This scenario promises to amplify computers’ capabilities 

and lead to various new questions, such as (i) how to persuade 

people to provide their time and effort as a service; (ii) how to 

manage and merge people, tasks, and knowledge; and (iii) how 

to deal with people data and inherent tradeoffs, such as privacy, 

accountability, security, publicity, and copyright. Indeed, who 

is the owner and responsible party for systems based on 

collective intelligence—and how trustworthy are these 

systems? 

C. Artificial Intelligence and Intelligent Social Systems 

Advances in artificial intelligence (AI) and machine learning 

models and algorithms, allied with the advent of big data, 

facilitate the processing and learning of information on an 

unprecedented scale. 

However, AI requires human knowledge in many forms, 

such as problem modeling and providing training data. As noted 

by [22], one limiting factor of automated processing solutions 

is the availability of sufficiently well-structured annotated 

training data sets. However, one of the key advantages of the 

human cloud is the provision of such data sets. Thus, as [6] 

observes, AI needs SMs. 

The integration of human (collective) intelligence and AI is 

also quite promising: if humans provide annotated data for AI 

learning systems, these systems can process the data, learn from 

them, and apply new knowledge to solve problems more 

efficiently. Research regarding this continuous integration is 

therefore quite promising. 

D. Social Internet of Things (SIoT) 

In parallel with current SM theory and practice, researchers 

have investigated the potential for integrating social networking 

concepts into internet of things (IoT) solutions. The social 

behavior of such “things,” including main concepts, 

architecture and network characterization [23], thing relation 

modeling [24], and the evolution of things into social objects 

[25], has also begun to attract interest. 

In this scenario, the social Iot (SIoT) and SMs may be seen 

as complementary, and studies regarding the evolution of 

“things” from mere sensors and actuators to devices with 

intelligence (artificial, collective, or a mix thereof) and social 

behavior is also promising. 

E. Software Architectures and Reengineering the Web 

Proper software architecture is necessary to support this new 

web of people integrated with AI and the IoT. The classification 

presented on Table VI shows that most studies are related to 

software engineering and development, especially the 

architecture of SM systems and their scalability, security, and 

interoperability requirements. 

In this sense, SMs may be considered a high-level abstraction 

of self-contained sociable software-or-human computational 

units. In this vision, they would be implemented using current 

architectural styles and technologies, such as microservices, 

and can inherit their concepts and capabilities. 

On the other hand, SMs can also lead to the definition of a 

new software architecture style. In this sense, the majority of 

the field remains unexplored in terms of definition and 

adoption, as well as requirements, constraints, and capabilities. 

We can envision the future of SMs as an integration of the 

web of people, the web of AI, and the web of things, all 

supported by proper software architectures and technologies 

capable of integrating them in an efficient, scalable, and secure 

way. Figure 5 presents this vision. 

 

 
Fig. 5. The web of people, AI, and things 

In the near future, when communicating with someone 

digitally, we will not be able to tell if we are communicating 

with another person, an AI system, an object (thing), or a 

combination of them. 

VII. LIMITATIONS OF THIS STUDY 

Despite the rigor with which this study was conducted, it is 

possible that it may have been affected by the threats of validity, 

particularly with regard to finding all the relevant studies, 

assessing their quality and extracting data. 

Given the increasing number of studies in the area of SM, 

there is no guarantee that all the relevant studies were identified. 

Even by applying the snowballing strategy on Google Scholar 

and ACM databases, some papers may have escaped inclusion. 

To reduce this issue, an open search of the term "social 

machine" was performed in electronic libraries (ACM Digital 

Library and IEEE Xplore) and samples of those results were 

compared with already-collected papers. 

Additionally, study collection was performed in October 

2017, signifying that many studies published in 2017 were not 

included. 

Quality assessment and data extraction were individually 

performed by each of the three reviewers. Disagreements were 

discussed in a consensus meeting. In the last instance, members 

of the supervisor group were called upon for final decisions. 

Although this procedure increased our confidence in the 

reliability of this study, we nonetheless found that quality 

assessment and data extraction may have been compromised by 

the way most of the studies were reported. The report 

organization of some studies made it difficult to locate the 

required information in the extraction process. Furthermore, 

many papers did not present sufficient information, and, in 

many cases, information had to be inferred from the text. 
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Therefore, despite the effort to reach a consensus during data 

extraction and quality assessment, there may have been some 

inaccuracies in the inferred data. 

VIII.  CONCLUDING REMARKS AND FUTURE WORKS 

This study analyzed 252 articles, of which 56 were focused 

on Social Machines, investigating and summarizing how this 

new research field had evolved since 2013. Amongst these 

studies, 5 presented classification schemas, 31 presented some 

empirical evaluation, 11 were related to an industrial context 

and 4 were applied in a large-scale context.  

This study demonstrates that the number of publications 

focused on SM is increasing, mainly in two research clusters 

located in the UK and Brazil-UAE respectively. Publications 

also concentrated on the SOCIAM Workshop, but have started 

to spread to other conferences, such as WebSci. Because the last 

edition of the workshop took place in 2017, it is worth 

investigating whether research in this area will actively grow in 

another venues. 

Second, identified research subareas may be characterized by 

three groups: (a) human behavior, using social machines; (b) 

software development, developing them; and (c) theory and 

future. Human behavior focuses mainly on crowdsourcing and 

human collaboration, human-machine cooperation, security 

and privacy, individual concerns and web observatories. 

Software development focuses on software engineering and the 

development of social machines, data-centric approaches, the 

use of artificial intelligence, and the use of SM concepts on 

internet of things and smart cities and enterprises. Finally, 

theory and future studies theoretical aspects. 

 Third, while there are some characterizations and 

classifications of SMs, there is still a lack with regard to 

common definitions, classification and especially their use. 

Thus, there is a need for further studies based on (and using) 

current characterizations, and especially that identify their 

similarities and propose a common framework to understand, 

define and classify social machines. 

With regard to context, this study identified that the main 

contexts in which SM are used are mostly social networks and 

crowdsourcing, but some may lead to new research, such as 

enterprise systems, internet of things and urban mobility. 

However, most studies are small in scale and performed in 

academic settings, and more large-scale studies, performed in 

an industrial setup are needed in order to gain a better 

understanding of the area. Also, as main challenges not already 

summarized, we would highlight the lack of empirical 

evidence, concerns about user engagement, trust, scalability, 

and a better human-machine collaboration. 

Finally, the study presented the authors point of view of the 

future of SM as an integration of the web of people, the web of 

AI, and the web of things, all supported by proper software 

architectures and technologies capable of integrating them in an 

efficient, scalable, and secure way. 

The results from this review have contributed to the research 

field of SM by providing the academic community with a better 

understanding of the research landscape of SM and illustrate 

some of the gaps in the area that opens opportunities for future 

research. In this sense, our future work will unfold in two 

directions: (i) to perform a study defining a common 

classification of social machines, based on the studies identified 

in this review; and (ii) to define, discuss and implement a 

software engineering agenda for the implementation of SM 

software systems. 

This literature review may also be extended in certain ways. 

A search extension may be performed to expand the search 

strategy and number of sources, thereby performing a broader 

study; a temporal update would be performed without 

modifications to the protocol, to expand the timeframe and 

compare results over the time; and finally, both approaches 

would be combined. 
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